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Abstract—Because of various purposes and high
dynamic range (HDR) of brightness of objects in automotive
applications, HDR image capture is a primary requirement.
In this article, HDR CMOS image sensor (CIS) technol-
ogy and its automotive applications are discussed includ-
ing application requirements, basic HDR approaches and
trends of HDR CMOS image sensor technologies, advan-
tages and disadvantages for automotive application, and
future prospect of the HDR technology. LED flicker caused
by time aliasing effect and motion artifacts are two major
issues in conventional multiple exposure HDR (MEHDR)
approach, and several HDR technologies have been intro-
duced for automotive applications. The advancements of
image sensor fabrication technology, for instance, backside
illumination (BSI) process and pixel level hybrid wafer bond-
ing, have created new trends in the HDR technology.

Index Terms— Automotive applications, CMOS image
sensors (CISs), dynamic range (DR), high DR (HDR), image
sensors.

I. INTRODUCTION

HE high dynamic range (HDR) image acquisition allows

a lot of advantages in the automotive application.
If dynamic range (DR) of a camera is not high enough, the
autoexposure control must be used to adjust camera sensitivity
for the system to perceive objects, which could take a few
frames and degrade a response to the system. The delay of
the feedback causes significant concerns in the automotive
applications. Consider a case where two vehicles are moving
in opposite directions each other at 110 km/h. When they are
coming closer, the distance between the two cars changes by
2 m during one video frame period at 30 frames-per-second
(fps). If a few frames are consumed for the exposure control,
the two cars easily come closer for about 10 m until an
adoptable image is obtained.

The HDR technology resolves this issue. If the image sensor
has a significant capacity of detecting a high luminance range,
only postprocessing is needed to optimize contrast for objects
of interest without the exposure control, which simplifies the
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camera operation sequence and makes information acquisition
more efficient.

Image sensors have been implemented in automotive
applications for various purposes, such as electrical mirrors,
driving assistance/safety, the advanced driving assistant
system (ADAS), and in-cabin monitors [1]-[3]. Such camera
implementations are basically categorized into outside
monitors and in-cabin monitors. Information from a front
camera is used for many purposes, such as detection of
persons, speed measurement, road line detection, traffic sign
detection, measuring distance to the vehicles in the front,
stop line detection, and so on. The distance measurement
range of the front monitor is as wide as 0-200 m. For side
cameras and rear cameras, major purposes are perception of
surroundings and relatively short distance measurement to the
peripheral objects up to about 10 m in the rear direction and
about 5 m in the side direction. Several distance-measurement
schemes, such as binocular stereo cameras or multiple camera
visions, radars, and light detection and ranging (LiDAR),
have been utilized. Fusion of sensing technologies has been
reported to be useful to optimize reliability and stability
for object perception [3]. For example, the low radio-wave
reflectance of human body makes it difficult to detect persons
in radar system. Pattern matching accuracy in stereo/multiple
camera systems is affected by environmental conditions like
bad weathers. Less texture-contrast degrades sensitivity in
time-of-flight (ToF) systems. In most cases, image information
from monocular cameras and/or binocular cameras is the
primary input for perception of surroundings and on-road
environment, vehicle tracking, obstacle detection, traffic sign
recognition, and in-cabin monitoring in the sensor fusion.

Advancement of CMOS image sensor (CIS) technology
and device integration, particularly backside illumination (BST)
technology and high-density wafer-to-wafer connection tech-
nology [4]-[6], allows implementation of a variety of HDR
schemes within a practical pixel size. In this article, basic
performance requirements to the automotive application are
discussed in Section II, and the introduction of HDR tech-
nologies of CMOS image sensors and discussions for the
automotive application will be given in Sections III and IV,
respectively, and the conclusion will be given in Section V.

[I. BASIC PERFORMANCE REQUIREMENT

In this chapter, basic image sensor requirements for the
automotive applications are discussed. For safety drive assis-
tance, automatic control, high data quality, and reliability of
the acquired image are primarily required as well as HDR.

For more information, see https://creativecommons.org/licenses/by/4.0/
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Fig. 1. Definitions of image sensor DR. Horizontal arrows denote DR
between minimum exposure level and maximum exposure level, Eyin
and Eyax, respectively. (a) Sensor DR. (b) Intrascene DR. (c) Image DR.

A. Dynamic Range

There are several definitions of image sensor DR, as shown
in Fig. 1. The “sensor DR” in Fig. 1(a) is defined by the
ratio between noise floor equivalent exposure under the highest
gain condition Eyn and the saturation exposure Eyax. The
“intrascene DR” of Fig. 1(b) is defined by Eyin and Emax
within a single image. Previously, the sensor DR was often
used in image sensor specification documents, but recently,
the intrascene DR definition has been recognized as a more
important index, as the intrinsic DR performance of image
sensors can be directly compared by using it. On the other
hand, the “image DR” in Fig. 1(c) is defined as the ratio
between the exposure level at which SNR = 1 is obtained
and the saturation exposure. Significant distinction between
the intrascene DR and the image DR is the influence from the
photon shot noise. When we refer to the image DR, readout
noise floor of much less than le™ no longer increases DR
because quantum fluctuation of the incident photons (i.e., the
photon shot noise) becomes dominant.

On the other hand, the intrascene DR in Fig. 1(b) increases
as the readout noise reduces, even when the noise floor is
lower than le™. For the frame averaging approaches and the
3-D-weighted noise reduction [7], subelectron readout noise is
still beneficial. In this article, the intrascene DR in Fig. 1(b)
is used for discussions unless otherwise noted. Thus, max DR
is defined hereinafter by the ratio of the saturation exposure
Enmax and the noise equivalent exposure Eyn Within an image
as follows:

DR = 20log(Emax/EmiN)- (D

Fig. 2 shows the examples of distribution of luminance in
a night scene at a local town. The surface brightness of each
object was measured in cd/m? from the position where the
photograph was taken. In the photograph, the surface lumi-
nance of the LED traffic sign (light) shows about 2000 cd/m?,
while a person’s face at the sidewalk is about 1-10 cd/m?,
and the ratio of luminance between those two objects is about
2000:1 or 66 dB. To extract the person’s face in the image,
a certain amount of margin is required from the background
noise level to the signal level of the face in the dark. Conse-
quently, a discussion of minimum SNR is needed to determine
the target performance of DR. Although there are several
definitions about the minimum SNR requirement, the SNR of
4-5 is commonly considered necessary in terms of input signal
quality for human vision [8], [9]. The dark random noise level
of recent consumer CMOS image sensors has been reduced
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Fig. 2. Surface luminance on a street.

to about le_,s or less [10]-[12]. Here, taking into account
the photon shot noise and the dark random noise with the
assumption of 1e_yg, the minimum number of signal electrons
per pixel, ngg, corresponding to the minimum SNR of 4-5 is
17-26e™, respectively. This means that for the intrascene DR
of image sensors, extra DR of 24-28 dB is needed between
the dark object in the scene and the dark random noise floor of
the image sensor. These criteria may be relaxed with the use
of machine-learning-based object recognition. For simplicity,
assuming three sigma of background noise or SNR of 3 as a
practical criterion for data recognition with 99.3% detection
accuracy, the minimum ng, and the extra DR from the dark
random noise floor become 10e~ and 20 dB, respectively.
Consequently, in this article, extra DR of 20 dB is taken into
account for the determination of target DR as discussed below.

In the referenced scene in Fig. 2, the minimum DR
requirement for simultaneous recognition of both the LED
sign and the passerby on a sidewalk is approximately
66 dB + 20 dB = 86 dB. Furthermore, if the target is to
cover the LED traffic light and persons in the dark street
simultaneously, the minimum DR requirement is estimated
as 100 dB + 20 dB = 120 dB. DR of greater than 120 dB
is suggested in many references as a practical target for the
automotive applications [13], [17].

B. Resolution and Pixel Size

High-resolution images allow accurate object recognition.
However, resolution and pixel size have tradeoff relationship in
the same optical format. Signal electrons per pixel is expressed
as (2) with lens F-number F, pixel area A, unit responsivity
of pixels K, luminance of an object /, and exposure time fgxp

T

Ngig ™~ 4F2AKUEXP- ()

Fig. 3 shows the pixel size dependence of signal elec-
trons per pixel versus luminance of objects supposing lens
F-number of 2.8, exposure time of 1/60 s, and practical
photodiode unit responsivity of 2.4 ke /(Ix-s-um?) under
assumptions of 5100k spectral response, IR-cut filter, and
silicon absorption model [14]. While the signal electrons
strongly depend on optics and exposure time, the pixel sizes of
automotive sensors and surveillance sensors are much larger
than those of sensors for mobile applications because of this
pixel sensitivity requirement. Substituting ng, = N, in (2),
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Fig. 3. Photo generated electrons per pixel versus luminance of objects
and pixel size.

minimum focal plane exposure Eyy is expressed by

N,
AK tgxp '

Emin = (3)
Referring to the luminance of 0.5 cd/m? at a person’s face in
a low light condition (see Fig. 2), 3-um pixel size is required
to obtain the necessary signal electrons of 16-25¢~.

C. LED Flicker Mitigation

A light source with pulse-controlled LEDs is gradually
and widely used in the automotive systems and transportation
environment. Light power of these LEDs is usually controlled
by pulsewidth and its frequency. Because of asynchronization
between the LED lighting pulse of a traffic sign and the image
sensor operation, the traffic sign may appear or disappear in
video stream that is called as LED flicker [46]. In a simple
single pulse model, the probability of missing light signals is
roughly expressed by the following equation:

“)

P—1_ min(l, fexp + lLED)

Itrame
where # gp and fgme are the LED pulsewidth and the video
frame period, respectively. The equation suggests that a short-
ened exposure time decreases the probability to detect the
LED pulse; thus, the LED flicker arises more significantly.
Simulation of the light detectability was reported in the
literature [47], [90].

In the multiple exposure HDR (MEHDR) imaging, a short
exposure time frame and a long exposure time frame are
combined. Therefore, the short exposure image tends to miss
the detection of the LED sign, as shown in Fig. 4. The LED
flicker mitigation is mandatory for the automotive application.
To mitigate the LED flicker in short exposure, pulsed inte-
gration scheme has been introduced [38], [46]. By using sen-
sitivity gate control, integration time is divided into multiple
subexposure timings and the pulse-wise subexposure durations
are distributed for overall frame period, so that the probability
of missing LED pulse is significantly reduced.

Fig. 4. Missing pulse-controlled LED traffic light caused by electrical
shutter, which is caused by the same mechanism as the LED flicker.

D. Temperature Requirement

Guaranteeing the sensor operation in a wide temperature
range, low interface cost, low communication cost, and low
data processing cost are common demands for automotive
applications. In AEC-Q100 automotive reliability requirement
[15], four grades of temperature ranges are defined, Grade 0
(—40 °C to 150 °C), Grade 1 (—40 °C to 125 °C), Grade 2
(—40 °C to 105 °C), and Grade 3 (—40 °C to 85 °C). Although
AEC-Q100 does not enforce image quality requirement, signal
stability and function guarantee are least requirements within
the temperature range. In most cases, data processing is
performed in the linear domain. Therefore, the stability of
photoconversion characteristics against temperature must be
compared in the linear domain after signal linearization.

I1l. HDR IMAGE SENSOR TECHNOLOGY

Many HDR schemes [19]-[22], [51] have been proposed
for CMOS image sensors. In this section, the classification
of HDR CMOS image sensor technology is discussed for
automotive applications based on technological features, and
then, the trend of the HDR technology is described. Fig. 5
shows the summary of HDR enhancement schemes. The HDR
approaches are basically categorized into three groups: the
nonlinear response HDR approach, the linear response HDR
approach, and the hybridized HDR approach of linear and
nonlinear responses.

A. Nonlinear Response HDR

To reproduce an HDR image within a limited signal range
and a resolution of a display in bits, an approach, where the
output signal of an image sensor is compressed, has been pro-
posed and developed. In this approach, the sensor response is
extended to cover wide range of object luminance levels. This
approach inherently results in nonlinear sensor response. Log-
arithmic compression of photo current into voltage [23], [24],
knee photoresponse compression with charge skimming [13],
[17], [25]-[28], [36], and time-to-saturation [29], [30] are well
known schemes as conventional nonlinear response HDR
schemes.

Although HDR can be obtained with a simple pixel
circuit configuration, there are issues with the logarithmic
response pixel that include large fixed-pattern-noise (FPN)
due to variation of IV characteristics of MOS transistors,
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Fig. 5. Classification of HDR CMOS image senor schemes.

long response time at low-light levels, complicated calibration
requirements for FPN suppression, linearization error in image
processing, and so on. To improve low light performance,
linear-and-logarithmic photoresponse approaches [31], [32]
and further calibration method [33]-[35] have been reported
to be useful. Because complete FPN correction and accu-
rate linearization are still technical challenges, the nonlinear
compression schemes have not been widely adopted for con-
sumer/automotive applications.

On the other hand, the simplification of the pixel structure
is suitable for pixel size reduction; 2.7-um knee performance
global shutter pixel with automatic knee point adjustment [48]
and 120-dB 2.2-um linear-and-logarithmic pixel [49] have
been reported for instance.

Recent pixel-level stacking technology [6], [37] and increase
of integration capacity allow implementation of in-pixel com-
parator and in-pixel counter within practical pixel size, which
suggests feasibility of the digital approach for nonlinear com-
pression [50]. Advantages of photoresponse compression in
digital domain are not only high stability toward various
environment but also flexible programmability [95].

B. Linear Response HDR With Multiple Exposure

Since a charge-coupled device (CCD) HDR camera using
different exposure times was reported in 1998 [18], the
MEHDR scheme [39]-[41] has been a popular scheme. Its
principle is to combine multiple images with different inte-
gration times, as shown in Fig. 6, where a case of two images
from two different integration times being captured in a rolling
shutter operation is shown. Assuming linear conversion char-
acteristics, the resulting DR, DRygnpr in decibel, is expressed
as follows:

DRumenpr = 20log(nsa/N,) 4 20log(to/ 1) (5)

where ng, is the saturation level, N, is the noise floor, and %,
and #; are the long integration time and the short integration
time, respectively.

Referring to row #n in Fig. 6, pixels on row #n are reset
by the Shutter Scan 1 and the charge integration starts. After
the integration time #y, signals from pixels on row #n are fed
to readout signal chain by Read Scan 1. At the same time,
signals on row #(n — A), which was reset by Shutter Scan
2 after Read Scan 1, are fed to the readout signal chain. Note

Row #1

Shutter ol
Scan 1

Read i ™
Scan 1

‘A rows

Shutter

Scan 2 Read

Scan 2

Row #N . Ny 1
Signal charges At~ ()2 .
on Row #n L
S

Fig. 6. Typical timing diagram of two exposures HDR in rolling shutter
operation.

—e— ADR

—8—SNR Gap

ADR, SNR GAP (dB)

RATIO OF INTEGRATION TIME (t/t;)

Fig. 7. DR and SNR gap at conjunction point between t, image and t
image.

that the integration time for row #(n — A) is t;. Delay line
memory for A rows is needed to combine the two signals,
of which integration times are #;, and #;, for HDR image
synthesis [45]. Time difference in two images, one with a
long integration time #y and the other with a short integration
time t;, is approximately At ~ (tp + #)/2.

There are several derivative MEHDR scanning schemes,
such as a line-interleave scheme, where every two lines (rows)
have different integration times [41], and a scheme where more
complicated assignment of different integration times to pixels
is implemented [43].

The advantage of the MEHDR scheme is that a high ratio
between the long integration time and short integration time
can be set, thereby yielding a large number of HDR in decibel.
In addition, sensitivity ratio between the signals is exactly
defined by the ratio of exposure time, giving accuracy in data
processing for linearization. However, as the DR enhancement
increases, a gap in SNR between the two signals increases.
Considering the dominant temporal noise source is the photon
shot noise, the SNR gap, ASNRynpr, is given by

ASNRueHDR = 201og(ﬁ0/r1). 6)

Since SNR limited by photon shot noise is proportional to
ﬁsig, Fig. 7 shows the relationship between extra DR by
MEHDR ADRuEnpr, ASNRuMeHDR, and the ratio of inte-
gration time, #o/t;. For example, DR is extended by 30 dB
from (5), but SNR at the signal transition point is degraded
by 15 dB from (6) when the ratio of integration time fy/t is set
at 32. Therefore, more than two different integration times may
be needed to avoid a significant SNR drop at the signal tran-
sition point [40], [44]-[46], assuming 120-dB DR, and 70-dB
DR in each subframe. The resulting frame period increases as
the number of combined integration times, assuming that the
readout speed is constant. In this sense, a high-speed signal
processing technology is a key technology to realize a practical
image sensor product with MEHDR capability. In addition,
its disadvantages are a possible motion artifact and enhanced
LED flicker in short exposure frame, simply because each
integration timing is not identical, as shown in Fig. 6.
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(a) (b)
Fig. 8. Comparison between (a) SEHDR and (b) MEHDR.

In order to reduce integration time ratio between the longest
exposure and shortest exposure and to mitigate LED flicker,
the fusion of MEHDR and single-exposure HDR (SEHDR)
approach is currently popular, such that combination with
multiple pixel gain [52], [53], dual photodiode [54], [55],
lateral overflow integration capacitor (LOFIC) [56], and pulsed
integration [46], [47], [56]. By these methods, over 120-dB DR
can be achieved.

C. Linear Response HDR With Single Exposure

To address the motion artifact with the MEHDR scheme,
an SEHDR scheme has been proposed. The idea is to capture
the same image in different gains but identical integration time.
Comparing to MEHDR, SEHDR has a fundamental advantage
for mitigation of the motion artifacts. Fig. 8 shows the typical
comparison of HDR images between MEHDR and SEHDR
for a moving object. In Fig. 8(b), LED light is blurred after
synthesizing the multiexposure images.

A simple approach to realize the multiple gains in the
CMOS image sensor is to have multiple signal paths in the
column-parallel gain stage [57], [58]. When signal level of a
pixel is larger than a threshold level, low gain signal is used,
and high gain signal is used for low pixel signal. The signal
voltages [the reset level and the signal level for correlated
double sampling (CDS)] are fed to the multiple gain paths,
digitized (A/D converted) and synthesized to generate an HDR
image, as shown in Fig. 9. With this approach, noise floor
of the image is determined by noise in high gain condition
N, nc and max signal is determined by saturation in low gain
condition ng, 1.g; thus, DR in SEHDR, DRsgpupr, is expressed
as

DRsgnpr = 2010g(nga_16/Nu_nG)- @)

To realize large saturation level and a low readout noise
of pixel, multiple gain pixel [45], [59], [60] or LOFIC [61],
[62], [83], [86]-[89], [98], [99] scheme has been introduced.
The multiple pixel gain scheme is suitable for the SEHDR
and introduced for consumer sensors with on-chip linearization
functions, a 90-dB SEHDR sensor with triple gain pixel [56].

SNR gap at the signal transition point in SEHDR,
ASNRGggypRr, is expressed as (8) with signal electrons at the
signal transition point n., signal electron referred to noise floor
of the high gain mode and low gain mode, N, yg and N, 1,

respectively
ney N2
ASNRsgipr = 20log, | ———=H9. (8)
ne+ Ny 16

4,095
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() (b)
Fig. 9. Simplified linearization scheme in multiple gain SEHDR. (a) Raw
photo conversion characteristics. (b) Linearized HDR photo conversion
characteristics.

In case when shot noise is dominant in the high gain
signal at the signal transition point, ASNRggypr is simply
determined by the following equation:

ASNRsgxpr ~ 20l0g,/1/(1 + N2 /n.) ©)

which means an increase of n. at the signal transition point
(requires higher full well capacity (FWC) for the high gain
signal) and/or a reduction of noise in the low gain readout
suppress the SNR gap. Here, for the LOFIC approach, leakage
current and its shot noise at the floating diffusion (FD) or
other diffusion area along with the overflow path lead to an
increase of dark signal nonuniformity and dark temporal noise
for the low gain signals utilizing the overflow integration.
These are very important at an elevated temperature for
automotive applications. Thus, the suppression of the FD
leakage current is critically important for this architecture
[90], [100]. Introducing multiple gains more than two gains
is also beneficial approach to reduce the SNR gap [62].

D. Frame Oversampling and Photon Counting

Frame oversampling, namely, high frame rate readout in
much faster than necessary video rate and summing frames,
enhances DR [63], [85]. Assume a constant light in time,
readout noise equivalent electrons, N,, and saturation signal
Nga in the subframe. If subframe rate is M times faster than
a required video frame rate, DR of the frame subsampling
DRgss can be expressed as

DRpgs = ZOlog(\/Mnsat /Nn). (10)

One of the fundamental solutions to enhance the intrascene
DR is to detect photon in very high frame rate with very low
noise floor. In this way, DR can be increased by accumulating
number of signal photons. This approach requires low noise
floor with single-photon avalanche diode (SPAD) imaging
[64], [66] or very low noise readout technology [10], [11],
[65], which is also represented by quantum jot concept [12],
[16], [67]-[70], [80]. Giving high conversion gain, readout
noise floor of less than 0.3e, [12] has been achieved and pho-
ton number can be detected. SNR by photon counting HDR,
SNRpc, is approximately expressed by the following equation:

SNRpc = ZOIOg(I’ZSIG/,/ nsic + M x N,%)

where M is the number of accumulated subframes, N, is the
noise floor equivalent signal electrons, and ngig is the total
signal electrons of M subframes. Equation (11) suggests that
detection noise must be lower than the shot noise to achieve
similar SNR level of charge integration-type image sensors.

(1)
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DR in the photon counting approach is limited by prac-
tical maximum number of counter. By combining time-to-
counter saturation, 124-dB DR with very high sensitivity is
reported [71], [72].

E. Linear Response HDR With Multiple Photodiodes

Output from the large photodiode covers lower light signal
and output from the small photodiodes covers higher light
signal. Both signals are combined into HDR output as the same
manner, as shown in Fig. 10. Many CMOS image sensors with
the split diode concept were demonstrated [54], [S5], [73]-
[76]. Fig. 10 shows an example [73], where a large photodiode
covers low-light portion of the scene with high-pixel conver-
sion gain. The small photodiode covers high-light portions of
the scene with lower pixel conversion gain and high FWC.
From layout constraints in practical pixel size as about 3 um,
available ratio of photodiode sensitivity is around ten times
or so, thus about 20 dB. DR of this system is determined by
noise floor in high-sensitivity photodiode readout, photodiode
sensitivity ratio, and FWC in the low-sensitivity photodiode
readout. By combining LOFIC operation [61] for low gain
readout part and dual gain readout operation [77] for high
gain part, 132-dB SEHDR DR is obtained [55].

SNR gap at signal transition point is expressed as (12)
introducing readout noise floor in low-sensitivity pixel read-
out N, 1s and in high-sensitivity photodiode readout N, gs,
respectively. Because of reduced sensitivity with ratio k,
equivalent shot noise component is enhanced by k when
linearization is done

ne/k + N?
ASNRypp = 20log{ k /72—“ :
ne + Nn_HS

Two fundamental issues of the split photodiode HDR are:
1) less lens flexibility and 2) special mismatch between the
high gain photodiode and the low gain photodiode. Since the
angular responses of the large and small photodiodes cannot be
identical, as is expected from Fig. 10, this type of HDR pixel
is not suited for exchangeable-lens system such as digital still
cameras. Also, the local discrepancy between the photodiode
causes pattern matching error in subpixel resolution for stereo
3-D imaging. The “nested photodiodes” pixel configuration
[74] has been proposed to mitigate this issue.

(12)

IV. DISCUSSION

Technological features and developments trend of various
HDR technologies have been summarized in Section III. Here,
in this section, desirable technology directions suitable for

automobile applications are discussed, and future technology
trend enabled by hybridized HDR technology with pixel-level
stacking is explored.

A. Directions

Considering variety of image applications in the automotive
system, prioritization of image sensor performance and appro-
priate HDR solutions should be discussed. For the outside
monitor, high sensitivity, resolution, data stability, and cred-
ibility of the image information regardless any sorts of light
source are primary required besides HDR. HDR scheme that
does not affect spatial accuracy for subpixel superresolution
[96], [97] and having capability of seamless exposure to
mitigate LED flicker are fundamentally suitable solution for
outside monitor. In the classification in Fig. 5, single-exposure
and single-photodiode HDR, frame oversampling, and frame
subsampling schemes correspond to this category.

To achieve 120-dB DR with a single-exposure and ~1le
readout noise and 1-V voltage swing at FD, pixel capacitance
of 160 fF is required to accumulate 10° e~, which corresponds
to 30 fF/um? for 3-um pixel if capacitance coverage factor is
60% of the pixel area. Unit capacitance of conventional pixel
capacitor composed from MOS capacitors or metal-oxide-
metal (MOM)/MIM capacitors is around few ~10 fF/um?.
Implementation of high-density 3-D MIM capacitors [91] or
Si trench capacitors [89] can breakthrough this issue [101].
Pixel-level 3-D stacking has further potential to provide higher
integrity for charge accumulation capacitor of LOFIC.

Frame oversampling by photon counting and seamless accu-
mulation for whole frame period is another ultimate solution.
To achieve 120 dB by this scheme, photon counting rate of
at least 10° times faster than that of the superframe rate is
required. To mitigate the speed requirement, in pixel function
such as multiphoton detection in the subframe or adaptive
comparator threshold control, pixel level data compression
must be implemented. High logic integrity of application-
specified integrated circuit (ASIC) wafers is suitable for these
purpose with the pixel-level 3-D stacking technology.

HDR fusion combining the SEHDR and nonlinear com-
pression is another interesting approach. Pixel-level analog-to-
digital conversion (ADC) and digital domain compression in
high light signal provide drastic stability against temperature
degradation or data storage noise in HDR global shutter pixel,
which is to integrate these features in pixel within appropriate
pixel size, pixel-level stacking is the mandatory technology.

B. Hybridized HDR With Pixel-Level Stacking Technology

The advancement of pixel-level stacking technology with
high-density hybrid bonding [5], [6] enables drastic increment
of integrity of transistors and/or devices, such as pixel-level
ADC, counter or memory, and data compression logic without
impact on optical aperture. Fig. 11 summarizes the HDR tech-
nology perspective with pixel-level stacking technology. The
upper part of the figure illustrates an example of three-layer
stack chip [92], with high-density hybrid bonding with pixel-
level connections for the first substrate with photodiode (PD)
and second substrate and bonding with through silicon via
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Fig. 11.  Perspective of HDR technologies using pixel-level stacking
technology.

(TSV) connections on chip peripheral region for the sec-
ond and third substrates, respectively. The stacking feature
is not limited to this example. As TSV density can be
greatly improved [93], multisubstrate stacking with pixel-
level connections is possible in the future. As summarized
in the bottom of Fig. 11, the pixel-level stacking technology
enables further performance improvements of the conventional
HDR approaches by adding more advanced device components
to the pixel such as, data compression in digital domain
in nonlinear photoresponse compression HDR, large number
of counters or memories for photon counting HDR, large
capacitors to increase LOFIC capacitor, and so on. In addition,
it will realize hybridization different HDR technologies with
more flexible design.

The stack technology with pixel-level bonding brings ben-
efits to photon counting HDR approach, too. By separating
SPAD layer and counting layer, the integrity of the storage
is drastically increased as well as a high-diode fill-factor is
obtained. With combination of SPAD photon counting and
time-to-saturation approach, it has been recently reported that
124-dB DR is achieved with 12.24-um pixel [72].

In addition, image sensors with pixel-level ADC and digital
data storage, namely, digital pixel sensors (DPSs), allow smart
data quantization for HDR [80]-[82]; 4.6-«m, 10-bit DPS with
127-dB single-exposure DR and digital compression [83], and
4.0-um, 118-dB, 9-bit digital pixel [84] have been reported.
In the 4.6-um DPS [83], 127-dB HDR is realized by combina-
tion of LOFIC operation and time-to-saturation quantization in
a single readout. A high gain linear quantization for low light
signals, low gain linear quantization for middle light signals,
and time-to-saturation quantization for very high light signals
are performed.

A fundamental advantage of the pixel-level photon detection
and accumulation without data scanning will be available with
pixel-level stacking technology, which is equivalent to high-
speed readout and frame integration for DR enhancement. For
the multiple layer stack with very fine interconnect pitch and
alignment, 3-D sequential integration has been proposed to be
useful and explored for CIS, and recently, actual imaging result
has been presented [42], [102], [103]. Furthermore, with the

cointegration of advanced memory devices, more sophisticated
in-sensor computing is foreseen [94].

Consequently, pixel-level stacking technology is and will
be making dramatical evolution in CIS HDR technology for
automotive applications.

V. CONCLUSION

Strong demand toward a safer and more automated driving
in automotive applications accelerates the research and devel-
opment of HDR CIS technologies. In this article, various
HDR schemes were overviewed along with the application
requirements. The single-exposure/single-PD scheme has fun-
damentally suitable for the imaging system with various
optical conditions without image information loss. With the
great efforts of the CIS industry for the research and mass
production, stacking technology with high-density electrical
connections in CIS is now leading the entire semiconductor
industry, making it possible to be adopted by the automotive
applications. The performance and functionality of the HDR
technology are expected to be further improved by using
the pixel-level stacking technology. Moreover, it will enable
hybridization of HDR schemes to both improve performances
and add more functions, such as in pixel data compression,
signal processing and recognition for real-time sensing, and
control with high efficiency.
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