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Intelligent Adaptive Filtering Algorithm for
Electromagnetic-Radiation Field Testing

Liu Sheng, Wang Bangmin, and Zhang Lanyong

Abstract—To reduce the effect of background noise on the
electromagnetic-radiation field testing of large- and medium-sized
equipment, this work combines the multiscale wavelet transform,
particle swarm parameter optimization, and adaptive filtering al-
gorithm improvement to obtain an intelligent adaptive filtering
algorithm that can be applied to electromagnetic-radiation field
tests. After these improvements, the new algorithm overcomes the
problem of traditional algorithm in which the latter cannot en-
sure both convergence speed and steady-state error that satisfy
the real-time requirements of field tests. The multiscale wavelet
analysis segments and reconstructs the electromagnetic radiation
and background noise of equipment within the frequency domain,
and decomposes the broadband signal into a narrowband signal to
overcome the difficulty in configuring broadband-signal filtering
parameters. The particle swarm parameter optimization uses error
Ele?(n)] as a fitness function to optimize the adaptive algorithm
parameters, simplifying the operations performed by engineering
personnel. The algorithm is simulated, and the actual engineering
experimental data are verified in the Laboratory Virtual Instru-
ment Engineering Workbench software platform, which prove that
the proposed algorithm is more suitable to practical engineering
application than the traditional adaptive filtering algorithm.

Index Terms—Adaptive filtering, Laboratory Virtual Instru-
ment Engineering Workbench (LabVIEW), noise elimination, par-
ticle swarm optimization (PSO), wavelet transform.

1. INTRODUCTION

LECTROMAGNETIC-RADIATION field test of large-
E and medium-sized electrical equipment is important to
confirm the performance of its electromagnetic compatibility
(EMC) during product development. The test site has a large
effect on the test results, therefore, the EMC standard sets strict
regulations about the test sites. The standardized test sites con-
sist of an anechoic chamber (AC), open-area test site (OATS),
and reverberation chamber (RC). For large- and medium-sized
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Fig. 1. Structure in filtering out the background noise of EUT.

electrical equipment, a test in an AC cannot be always performed
due to the equipment dimensions, operating requirements, and
equipment installation. In addition, the construction expenses in
AC become a significant limiting factor. Compared with AC, RC
has a relatively low cost, is suitable for radiation immunity test,
and is not appropriate for radiation emission test[1]. OATS is in-
creasingly polluted by all types of ambient noise. Furthermore,
OATS in remote areas are not beneficial for large- and medium-
sized electrical equipment. Developing a method to perform
electromagnetic-radiation field test of large- and medium-sized
electrical equipment in the presence of ambient noise is there-
fore necessary.

The adaptive noise cancelation (ANC) technique in time-
domain electromagnetic interference (TDEMI) measurement
system is a good choice to suppress ambient noise, as pre-
sented in [2]. This system combines the ANC technique with
the TDEMI measurement system. Thus, the measurement time
spent in the presence of ambient noise between tests can be re-
duced by several orders of magnitude. The ANC technique can
extract the radiated emission signal of the equipment from am-
bient noise without any prior knowledge about the noise signals,
whose core element is an adaptive filter. Two antennas are used
to simultaneously measure the signals. One antenna is used to
receive the signal s(n) of the equipment under test (EUT), and
ambient noise signals v; (n) are located close to the EUT. The
other antenna is used to capture only the ambient noise signals
ve(n) and is installed far from the EUT. The second signal is
filtered y(n) and then subtracted from the first signal. The filter
is adjusted to minimize the mean square of the difference e(n)
in the signals. The above principle of adaptive filtering is shown
in Fig. 1.

Some research works have been done on the application
of adaptive filtering algorithm in complex engineering envi-
ronments. In [3], Osterwise et al. applied an adaptive noise
cancellation technology to cancel the ambient electromagnetic
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interference (EMI) from near-field measurements of a clocked-
logic electronic device taken in a noisy environment. This
method used a block-processing adaptive filtering algorithm
in the time domain. Frech and Russer[4] presented a real-time
measurement system that performed ultrafast emission measure-
ments in the range from 30 MHz to 1 GHz in the presence of
ambient noise by combining the time-domain technology with
the adaptive filter techniques. Xu ef al. [S] briefly described
the implementation process of the EMI measurements in the
frequency domain using an adaptive filtering algorithm.

While applying ANC technique to large- and medium-sized
electrical equipment encounters great difficulties in practical
engineering as follows:

1) Poor ability to handle a relatively wide frequency band.
Generally, the electromagnetic-radiation band of large-
and medium-sized equipment is wide, the ambient noise
is complex in the field test environment, and the noise
spectrum is very wide. Although the adaptive filtering
algorithm and its improved version can be solely used
to obtain the optimal parameters of a single frequency
simulation experiments, the known information about the
equipment electromagnetic radiation in engineering ap-
plications shows that the interference signal has not only
a single frequency but also a bandwidth. Therefore, satis-
factory filtering effect cannot be achieved using only the
unified optimal step.

2) It cannot ensure both convergence speed and steady-state
error. In engineering practice, it cannot be applied to sce-
narios with high requirements in terms of real time and
accuracy.

3) The parameter adjustment of the adaptive filtering algo-
rithm requires professional knowledge, and it is difficult
for nonprofessionals to perform.

In this paper, we proposed an intelligent adaptive algorithm
used in electromagnetic radiated emission measurement of a
large- and medium-size electrical equipment in the presence of
ambient noise in the range of 9 KHz to 1 GHz. Based on ANC
technology in TDEMI measurement system (described briefly
in [6]), the intelligent adaptive algorithm combines modified
least mean square (LMS) adaptive algorithm, wavelet transform
together with particle swarm optimization (PSO). Our contribu-
tion can clearly been divided into four parts:

1) Anovel structure of an adaptive filter is proposed. First, the
signal received by the near-end antenna and that received
by the far-end antenna are simultaneously split into adja-
cent frequency subband signals with different frequency
widebands by wavelet transform, as described briefly in
Section II. Second, the aforementioned subband signals
in parallel are injected into each corresponding adaptive
filter unit using four types of alternative modified adaptive
algorithms whose parameters are optimized by the PSO
algorithm. Finally, the output signal of each adaptive filter
unit with the PSO algorithm is combined as the output of
the entire intelligent adaptive filtering algorithm.

2) The proposed algorithm is applied to optimize the mea-
surement of large- and medium-sized electrical equip-
ment, which is seldom investigated as the target device
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Novel structure of the intelligent adaptive algorithm.

because its test environment is more complex and the
test bandwidth is wider. In particular, this algorithm can
be used to reduce ambient noise below the 30 MHz
frequency.
3) This work employs the PSO algorithm to obtain the pa-
rameters of the proposed algorithm.
4) To measure the radiated emission of large- and medium-
sized equipment with wider bandwidth, we develop an
EMI measurement system using the proposed intelligent
adaptive algorithm, which is different from the other EMI
measurement systems [7]-[9] presented in Section III.
This paper is organized as follows: Section II introduces the
proposed novel structure of the adaptive filter and briefly de-
scribes the components of this filter consisting of the wavelet de-
composition and reconstruction method and the modified LMS
adaptive algorithm. It also describes the PSO algorithm pro-
cess to show the appropriate filtering parameters. Section III
describes the exact setup of the experimental verification mea-
surements and testing method. Section I'V presents the compari-
son of the experimental results and analysis to verify the validity
of the proposed algorithm. Conclusion is made in Section V.

II. INTELLIGENT ADAPTIVE FILTERING ALGORITHM

The novel structure of the intelligent adaptive algorithm is
shown in Fig. 2. Inspired by the adaptive filter based on wavelet
transform [10]-[15] and practical application in the test, we
combine the wavelet decomposition and reconstruction pro-
cesses together with the adaptive filter using a novel structure to
perform the test. First, both signals captured by two antennas are
decomposed into a series of time-domain subband signals with
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different bandwidths. Then, the modified LMS adaptive filter
algorithm whose parameters are adjusted by the PSO algorithm
is applied to these subband signals. Finally, the output of each
filter unit is combined as the output of the entire structure. In
Fig. 2, 2(n) and d(n) denote the signals received by the far-
end antenna and that received by the near-end antenna, respec-
tively. MAF represents the modified adaptive filter algorithm,
PSO represents the PSO algorithm. Symbols A and D represent
the approximation and detailed information, respectively. The
wavelet decomposition method will be briefly introduced.

Fig. 2 shows that the principal idea of the intelligent adaptive
filtering algorithm is to implement a full-band filter by individ-
ually adapting each subband filter using the subband signals of
input signals 2(n) and d(n). The intelligent adaptive algorithm
is similar to but is significantly different from the subband filter
[15], [16], where the reference and the desired signals are first
filtered by the filter banks and the outputs are then downsampled.
At this time, both the signals are broken down into adjacent fre-
quency subbands. Adaptive filtering algorithm is then applied to
these signals. In our proposed intelligent adaptive algorithm, we
first split the reference and the desired signals into adjacent fre-
quency subbands using the filter banks. Second, each subband
signal is subsampled. Third, each subband signal is upsampled
and reconstructed using the synthesis filter bank. Next, the al-
gorithm is applied to these signals. This procedure is shown in
Fig. 2.

A. Modified Adaptive Filtering Algorithm

Although the LMS adaptive filtering algorithm is extensively
applied in the ANC technique owing to its flexibility, extensibil-
ity, and simplicity in implementation, the various enhancements
and variations discussed in this section are primarily a con-
sequence of the contradiction between the convergence speed
and steady-state error of the standard LMS adaptive filtering
algorithm.

To overcome the contradiction, many modified algorithms
have been investigated. In [17], Chen et al. established a non-
linear relationship between size step u and error signal e(n)
based on the translation transformation of the sigmoid func-
tion. Roy and Shynk [18] added an incremental quantity to the
weight-vector updating formula of the standard LMS algorithm.
The modified algorithm is called the momentum LMS (MLMS)
algorithm. Slock [19] presented the normalized LMS (NLMS)
algorithm and compared the convergence behavior between the
NLMS and LMS algorithms. Furthermore, the study on adaptive
filter based on wavelet transform [10], [14], [20] and subband
adaptive filtering [15], [21], [22] attracted our attention. On the
basis of the modified LMS adaptive filtering and PSO algo-
rithms, we propose the intelligent adaptive filtering algorithm
by integrating the subband adaptive filtering into the wavelet
transform.

In electromagnetic radiated emission test with high re-
quirements in terms of real time and accuracy of large- and
medium-sized equipment, the modified algorithm adopted by
the intelligent adaptive filtering algorithm should have a quick
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convergence speed at the initial stage of the algorithm and a
smaller steady-state error when the algorithm has converged.

In this section, we first briefly introduce some modified LMS
algorithms. On one hand this process contributes to the imple-
mentation of the intelligent adaptive filtering algorithm in the
EMI measurement. On the other hand, the parameter range of
the modified algorithms is crucial to subsequent PSO (we shall
separately provide the details in selecting the parameter applica-
tion to the PSO algorithm later). Second, a series of simulations
of the above-mentioned algorithms is performed to determine
which algorithm will be selected in the filtering unit of the intelli-
gent adaptive filtering algorithm. The modified LMS algorithms
that involve the intelligent adaptive filtering algorithm consist
of the sigmoid variable step-size (SVS) LMS, MLMS, and ex-
tended (ELMS) algorithms. For completeness of this paper, we
summarize the MLMS, SVSLMS, and ELMS algorithms.

The MLMS algorithm corresponds to a second-order adaptive
algorithm in that two previous weight vectors are combined in
each iteration to obtain the updated weight vector as follows:

Wi(n+1)=W(n)+2ue(n)X(n) +a[W(n) — W(n —1)]

ey
where W (n) = [wy(n),...,wy_1(n)]’ denotes the weight
vector and the output error is given by e(n) = d(n) — W7
(n)X(n). X(n) = [zo(n),...,xx_1(n)]" is the input vector,

d(n) is the (scalar) desired response, and y(n) = W7 (n) X (n)
is the corresponding estimate of d(n). Step size u controls the
convergence rate, and new parameter « scales the momentum
term added to the gradient descent, where || < 1. The behavior
of the MLMS algorithm was analyzed in detail in [18].

The SVSLMS adaptive algorithm is derived from the standard
LMS adaptive algorithm by building a nonlinear relationship
between step size ;1(n) and error signal e(n) as follows:

1
ulm) = A <1 Texp(—ale(@)]) 0'5) @

where « is bounded as @ > 0 and (3 is bounded as 0 < 3 <
ﬁ in which Ay, .« 18 the maximum eigenvalue of the input
signal autocorrelation matrix, which is constant and controls the
shape and range of the values of this function.

The ELMS adaptive algorithm is a modified SVSLMS al-
gorithm based on a sliding window. Variable-step size (n)
and updated weight vector W (n) are, respectively, given by the

following equations at each iteration as follows:

0 =2 (1~ Fmtr) v

W(n+1)=W(n)

+ 2u(n)[e(n)— are(n — 1) — age(n — 2)] X (n)
“)

where 0 < a < ﬁ7 b >0, and r > 0 are constants used to
control the shape and the range of values of the step-size curve
and both o1 and a» under constraint oy + o = 1 are the factors
of the sliding window error estimation.

Although the analysis of the aforementioned adaptive filtering
algorithms has been proposed in some references, it is also
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TABLE I
PERFORMANCE COMPARISON BETWEEN STANDARD AND IMPROVED
ALGORITHMS
Index Parameter Convergence Speed Steady-State Stabilit
Algorithm Configuration /lteration Times Error (dB) abriity
Standard LMS N =2 900 425 Stable
algorithm n = 0.7
SVSLMS a = 2000
algorithm =04 200 -41.3 Stable
Order-changing N = 150 .
LMS algorithm = 0.007 1300 38 Stable
MLMS with w = 0.01 500 440 Stable
momentum term a = 0.34
ay = 0.9
ag = 0.1
ELMS a = 0.1 1900 435 Stable
b =210
r =1

essential to compare the convergence rate and steady-state error
by simulations to select the proper adaptive filter algorithm in
the proposed method. In this section, we will concentrate on the
two characteristics of an adaptive filter, namely its convergence
behavior and steady-state error, which remain after the algorithm
has converged.
The simulation conditions are set as follows:
1) Desired signal s(n) = 0.01 x sin(wn/1000);n =0 :
10000 is a sine-wave sequence using 10 000 samples.

2) Reference input signal v2 (n) is a Gaussian noise with zero
mean and a variance of 0% = 1.

3) v1(n)is a Gaussian noise with a zero mean and a variance
of 0.1.

In terms of simulations, there is no a certain criterion to
determine the optimal parameters, so the parameter selection
of the aforementioned algorithms become extraordinary hard.
We determine the parameters of each algorithm by practi-
cal experience. The solution to this problem is presented in
Section II-C.

The above signals are processed by the LMS, SVSLMS,
MLMS, and ELMS algorithms, respectively. The parameters of
the LMS algorithm consist of the order of filter NV = 2, and step
size ;r = 0.007. A small step size can decrease the steady-state
error, but makes the convergence rate slow. What’s more, we
maintain step size and set N = 150 to examine the effect of the
order of adaptive filter on the performance of LMS algorithm.
This conclusion can be proved in the simulation. The parameters
of SVSLMS algorithm are set to N = 2, o = 2000, 5 = 0.4.
The MLMS algorithm with N =2, a = 0.34, ¢ = 0.01 and
the ELMS algorithm with ay =0.9,a0 =0.1,a =0.1,0 =
210,7 =1, and N = 2 are used. The aforementioned algo-
rithms, their parameters, and performance are induced in Ta-
ble I. Note that parameters for the above algorithms are selected
based on a large number of simulations. Compared with other
parameters of individual algorithms, the selected parameters is
relatively optimal.

By conducting 1000 times of independent simulations using
10 000 samples each time, we obtained the statistical average
and learning curve, as shown Fig. 3.

In Fig. 3, as compared to LMS (N = 2, 1 = 0.007), which
is taken as the standard reference, we can observe that LMS
(N =150, x = 0.007) has slow convergence rate and large
steady-state error with the order increase, SVSLMS (N =
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Fig. 3. Simulation learning curve.

2, = 2000, 8 = 0.4) can obtain smaller convergence rate and
slightly reduce the steady-state error, MLMS (N =2, a =
0.34, = 0.01) keep a good balance between the convergence
rate and the error. What’s more, though decreases the er-
ror, ELMS (av; =0.9,a0 =0.1,a =0.1,b = 210, = 1, and
N = 2) is time consuming. Qualitative analysis is presented
briefly in Table I.

According to the above analysis of the algorithm, the MLMS,
SVSLMS, and ELMS algorithms based on different modified
methods in the context of the standard LMS algorithm can over-
come the contradictory between the convergence rate and the
steady-state error.

A qualitative analysis of Fig. 3 shows that the improved algo-
rithms improve the convergence speed and steady-state error to
varying degrees. Furthermore, the quantitative analysis results
listed in Table I shows that the MLMS algorithm with a mo-
mentum term has a better effect in balancing the convergence
speed and steady-state error than the other algorithms. Under
the same simulation conditions, the MLMS algorithm can con-
verge in approximately 500 steps and has a minimum steady-
state error. Therefore, this study uses the MLMS algorithm with
a momentum term as the core adaptive filtering algorithm to
overcome the contradiction between the convergence speed and
steady-state error in practical applications.

Although the results of the simulations show that the MLMS
algorithm has the best performance in terms of the convergence
rate and mean square error (MSE), other algorithms such as the
SVSLMS and ELMS algorithms can possibly adjust their pa-
rameters so that their learning curve shows similar performance
to the MLMS algorithm. We still consider both algorithms as
alternative algorithms. In summary, because of the complexity
of the actual signals, the results of the simulation are not very
much consistent with those of the practical experiment. Hence,
applying which algorithm to use in the proposed structure of
the adaptive filter depends on the comprehensive analysis of the
results of the simulations and the practical experimental veri-
fication. The purpose of the simulation is to demonstrate that
the modified algorithm can overcome the contradiction between
the convergence rate and steady-state error; thus, we applied
scenarios with higher requirements in terms of real time and
accuracy. In addition, we can see that no proper method is avail-
able to select the parameters for the modified LMS algorithm in
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the simulation process. We can only rely on the empirical and
large number of simulations. In view of this situation, we plan
to apply the PSO algorithm to the intelligent adaptive filtering
algorithm to overcome the drawback.

B. Wavelet Decomposition

In this section, we show how to apply the wavelet trans-
form to perform signal X (n) and d(n) decomposition and
reconstruction.

Wavelet transform integrated with adaptive filtering algorithm
has been investigated in some references. In [13], orthogonal
wavelet transform whitens the input signal of the LMS algorithm
to improve the performance of the algorithm. What makes the
proposed algorithm different from the existing adaptive algo-
rithm in the wavelet domain [10] is that signals X (n) and d(n)
are simultaneously decomposed through the wavelet transform,
rather than simply decomposing signal X (n). The advantage
is that we can employ the appropriate modified LMS algorithm
for each intelligent adaptive filter unit according to the spectrum
characteristic of the subband signals.

Because the conventional LMS adaptive filtering algorithm
processes the received data using a step size for the entire fre-
quency band, it can unlikely achieve better filtering performance
than applying the adaptive algorithm to each subband because
in each sub band, the adaptation step size can be matched to the
energy of the input signal in that band.

The goal of the proposed wavelet decomposition is to split the
wideband signals into sub bands, filter the subband signals using
the modified LMS algorithm whose parameters can be adjusted
by the PSO algorithm, and finally output the filtered signal. At
this moment, the output signal is regarded as the exact radiated
emission of the device under test (DUT). We can note that the
wavelet decomposition unit of the intelligent adaptive filtering
algorithm can decompose a signal according to the level that
we specify and reconstruct the signal from the frequency bands
that we desire. For instance, a signal is split into three levels by
wavelet transform, as shown in Fig. 4, where symbols A and D
represent the approximation and detailed information, respec-
tively. The subscript of the symbol represents which level it
belongs to. We can see that the frequency bands decomposed by
the wavelet transform are not uniform. The lower the frequency
is, the narrower is the frequency band. The characteristic of the
wavelet transform matches in a small step with the narrow fre-
quency band, which improves the convergence performance of
the adaptive filtering algorithm.
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To improve the poor ability of the traditional LMS adaptive
filtering algorithm in processing a wideband signal and noise,
we divide the wideband into smaller bands before adaptive filter-
ing. Wavelet transform can provide multiresolution analysis and
time—frequency localization, which can decompose the wide-
band signal into narrow bandwidths. Considering the practical
application of the wavelet transform in the intelligent adaptive
algorithm, a study on the wavelet transform and its implemen-
tation is greatly necessary. In the following discussions, we
provide a brief introduction on the wavelet transform.

The wavelet transform uses a signal and a set of wavelet basis
as inner products, and the common tools include continuous
and discrete wavelets. The continuous wavelet is mainly used
for signal analysis, and the discrete wavelet is mainly used
for signal analysis and processing such as noise filtering, data
compression, peak detection, and signal analysis in different
scales

+00
W, = / SOV (1)t )

oo

1 t—u
TCORN

WT, , indicates the wavelet coefficient, ¥, , includes the
wavelet basis, u indicates the displacement factor, and a indi-
cates the scale factor of the wavelet basis.

The wavelet transform possesses the following characteris-
tics: the small scale has a small time range, wide frequency
band, and higher central frequency; and the contrast scale has
a long time range, narrow frequency band, and lower central
frequency. The time range and frequency band determine the
time—frequency resolution of the wavelet function. A long time
range indicates a rough time resolution, and a wideband indi-
cates a rough frequency resolution.

The three main reasons why wavelet transform is rarely used
in practice are as follows:

1) Usually, the real signal that we encounter can be used only
after discrete-time sampling, and the analog signal input
form of s(t) cannot be obtained at all.

2) Except in very rare cases, the integral of the integrand
does not exist.

3) Although the numerical algorithm can be used to calculate
the coefficient of continuous wavelet, the biggest problem
of the continuous wavelet is that the signal cannot be
restored by reconstruction, which is inconsistent with the
objective of processing the signal to finally obtain a time-
domain signal in practical applications.

The wavelet decomposition unit, which is based on the Mal-
lat algorithm [11], [23] and is applied in the intelligent adaptive
filtering algorithm, consists of the decomposition and recon-
struction stages. It is briefly introduced as follows.

In the decomposition stage, a series of coefficient sets is pro-
duced, and each of them denotes the information of the signal
in different scales. As shown in Fig. 5, considering three levels
as an example, original signal s produces two sets of coeffi-
cients, namely detail coefficient vector D; and approximation

where

\Ilu,a -
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Structure of the intelligent algorithm reconstruction.

coefficient vector A;. These vectors are obtained by convolving
with high-pass filter G (z) for details and with low-pass filter
Gy (z) for approximation, followed by dyadic downsampling.
G1(z) and G (z) form the decomposition filter bank. Dy, Dj,
Ajz and are obtained in the same manner. The reconstruction
stage performs the reverse operation to that in the decomposi-
tion stage, as shown in Fig. 6.

To obtain the reconstructed signal corresponding to Ag, first,
we reserve the approximation coefficient vector As, and the
remaining coefficient vectors are set to zero. Second, the afore-
mentioned coefficient vectors are reconstructed during the re-
construction stage of the Mallat algorithm. We can obtain the
reconstructed signals of Dy, D5, and D3 in the same manner.
The reconstruction process thereby reverts to the structure, as
shown in Fig. 7. In the above scheme, we can extend the three
levels of processes to an arbitrary number.

So far, we have implemented the goal of splitting the wide-
band signals to a series of subband signals whose frequency
band is not uniform. The two crucial factors of the wavelet
decomposition unit, namely the level and wavelet functions,
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determine the number and characteristic of the subband signals,
respectively. Because the radiated emission signal of the large-
and medium-sized equipment have a wider frequency band, the
results of the repeated simulation show that the proper number
of levels is 11, and the proper wavelet basis is Daubechies 2
for spectrum slicing of the signals with background and ref-
erence channel noises. The application of the two parame-
ters for intelligent adaptive filtering algorithm is presented in
Section II-C.

C. Parameter Selection Based on the PSO Algorithm

In this section, we consider that the PSO algorithm is applied
to the parameter selection problem. The adaptive filter based on
the PSO algorithm has been widely used in practical engineering
to overcome the difficulty in the adaptive filter parameter ad-
justment. In [24] and [25], the PSO algorithm was successfully
individually applied to the adaptive filtering and adaptive infi-
nite impulse response structure. In addition, the PSO algorithm
in electromagnetics is presented in [26]. The motivation for the
investigation of the PSO algorithm as applied to parameter selec-
tion in the adaptive filtering algorithm is that the process relies
on experience without a reliable theoretical basis on one hand.
On the other hand, nonprofessionals have difficulty performing
this process on practical electromagnetic radiated emissions of
the large- and medium-sized electrical equipment. Unlike the
aforementioned references on the application of the PSO al-
gorithm in adaptive filtering algorithm, the proposed intelligent
adaptive filtering algorithm concentrates on the parameter selec-
tion based on the modified LMS algorithm, and these selected
parameters are derived from the gradient descent algorithm. In
contrast, the approach used in [25] did not calculate the gradient
but directly searched the optimal weight vector according to the
fitness function.

To better introduce the basic idea of the intelligent adaptive
filtering algorithm in the parameter selection, we need to outline
the PSO algorithm.

The PSO algorithm is an evolutionary algorithm, which starts
with the initialization of a swarm of M particles with random
velocity and position vector. Dimension R of the velocity and
position vector represents the number of unknown parameters
to be optimized. At each iteration, the fitness of each particle
is first calculated according to the cost function (i.e., MSE),
restored, and progressively replaced by the most fitting param-
eters of each particle (called pbest;, i = 1,2,..., M ) as well
as a single most fitting particle (gbest) as better fitting parame-
ters are encountered. Each particle (p;) updates its velocity and
position as follows:
vel;(n) = w « vel;(n — 1)

+ accy x diagley, ea, ..., egli1 *(gbest — p;(n — 1))

,erli2 *(pbest; — p;(n — 1))
@)

pi(n) =p;(n—1) 4+ vel;(n) (8)

where vel; (n) denotes the velocity of the ith particle, e, rep-
resents random values in the range from zero to one, acc; and

+ accyo x diagley, ea, . ..
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accy are the acceleration coefficients toward gbest and pbest;
respectively, and w is the inertia weight, which controls the
influence of the previous velocity on the current velocity. For
more details, please refer to [24].

On this basis, our goal is how to apply the PSO algorithm to
the parameter selection. Two critical factors are present, namely
the solution space and the fitness function, which show the rela-
tionship between the PSO algorithm and the practical parameter
selection problem. Thus, these must be specified in each opti-
mization. The rest of the implementation is independent of the
practical problem [26]. For this reason, the subject of this sec-
tion is the discussion on how to connect the PSO algorithm with
the parameter selection of the modified LMS algorithm, instead
of the remaining implementation, independent of the practical
problem. The modification of the PSO algorithm itself has been
investigated in [27] and [28].

The modified LMS adaptive algorithms are similar in na-
ture in terms of the parameter selection. We therefore con-
sider the MLMS algorithm as an example to describe the
two aforementioned critical factors. The parameters of the
MLMS algorithm that include step size p, momentum fac-
tor «, and filter order N must be adjusted. The filter is es-
sentially designed to optimize the multiple parameters. The
PSO algorithm is used to efficiently and concurrently search
the entire parameter space to obtain the best parameter val-
ues, where « is the momentum factor with a range of || < 1,
 is a step size with a range of 0 < pu < ﬁ Amax 1S
the maximum eigenvalue of the input signal autocorrelation
matrix, and N is a positive integer not less than two. Ob-
viously, this is an issue in PSO for mixed integer program-
ming. Two key points are considered in the algorithm design as
follows:

1) Selecting the adaptive function (currently, the commonly
used adaptive function is the mean square deviation of the
adaptive filter).

2) Rounding up/down filter order N to obtain an integer.

Currently, the commonly used methods include direct, ran-
dom, and eventual rounding. The design in this work uses the
direct-rounding method, i.e., it uses the particle swarm algorithm
to calculate the position of each particle. When the particles ar-
rive at a position, we immediately round up/down the location
parameter values of each particle, calculate their fitness values,
extract the optimal positions of the particle and the global par-
ticles, and start the next rounding cycle until the calculation
results satisfy the requirements.

After introducing the two critical factors, which are encoun-
tered PSO issues in mixed integer programming and its solu-
tions, we summarize the application of the PSO algorithm to the
parameter selection of the modified LMS algorithm as follows:

Step 1: The parameters of the modified LMS algorithm are se-
lected and provided with a range of values, as briefly introduced
in Section II-A.

Step 2: We initialize the swarm; then, the number of particle
swarm M, acceleration coefficients acc; and acco, and inertia
weight w are determined.

Step 3: We evaluate the fitness of each particle. We choose
the MSE as the fitness function.
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Flowchart of the PSO algorithm.

Step 4: We restore and progressively replace the most fitting
parameters of each particle as well as the single most fitting
particle when better fitting parameters are encountered.

Step 5: We update the velocity and position of each particle
according to (7) and (8).

Step 6: If a stop criterion is satisfied (MSE is sufficiently
small) or a predefined number of iterations are arrived, the iter-
ation process ends. Otherwise, the system returns to Step 3.

The flowchart is shown in Fig. 8.

In summary, the proposed intelligent adaptive filtering al-
gorithm uses the discrete wavelet transform to simultaneously
decompose the signals that contain ambient noise and the radi-
ated emissions of the equipment with ambient noises to mul-
tilayer wavelets. It then decomposes the signals into different
frequency bands and reconstructs each band. Consequently, it
uses the modified LMS algorithm to process the data in each
layer for adaptive filtering, employs the PSO algorithm to opti-
mize the parameters of the modified LMS algorithm, and even-
tually synthesizes the data in each layer after filtering to obtain
the electromagnetic-radiation signal without ambient noise. The
specific algorithm flowchart during the intelligent adaptive fil-
tering stage is shown in Fig. 9.

III. EXPERIMENTAL VERIFICATION

To verify the performance of the proposed intelligent adaptive
filtering algorithm, the practical data from the electromagnetic
radiated emissions of the large- and medium-sized electrical
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equipment with ambient noise are used. For comparison, we
also obtain the data from the equipment in AC. We select large-
and medium-sized electrical equipment as the target DUT be-
cause it has complex radiated emissions with a wide frequency
band, which can help in testing the quality of the algorithm under
severe environment. Note that once the large- and medium-sized
electrical equipment is installed in AC, we can no longer move
the equipment to prevent the test results from being influenced
by irrelevant factors to a large extent during the entire experi-
mental process.

In the next section, an EMI measurement system that uses the
proposed intelligent adaptive filtering algorithm is constructed,
which consists of three sets of antennas (two telescopic, two
biconical, and two log-periodic antennas), two identical cables
with 1-dB cable loss, and a Rohde & Schwarz RTO1044 os-
cilloscope with four channels. This system uses three sets of
ultrabroadband antennas because the radiated emission signal
of the large- and medium-sized equipment has a wide frequency
band that ranges from 9 kHz to 1 GHz. Currently, an antenna
with a frequency-band range from 9 kHz to 1 GHz has not yet
been developed. Thus, the three types of antennas whose en-
tire frequency bands cover the test frequency are combined to
perform the test. We note that the frequency range from 9 kHz
to 1 GHz has not been addressed by other EMI measurement
systems (in [2] and [3], the frequency ranges of the addressed
signals are from 30 MHz to 1 GHz and from 10 to 700 MHz,
respectively), which is a significant feature of the EMI measure-
ment system addressed in our current study. To reduce the effect
of the confounding variables on the antenna performance to a
large extent, two antennas with identical antenna factor for the

Cable loss Antenna
factor
| |
|
E field Datal?ase
unit

Display unit

telescopic, biconical, and log-periodic antennas are employed
in the EMI measurement system, whereas both of them were
calibrated before being used to simultaneously measure the sig-
nals. The three types of antennas and their test information are
listed in Table II.

In addition, the intelligent adaptive filtering algorithm is im-
plemented in the Laboratory Virtual Instrument Engineering
Workbench (LabVIEW), where we design the software that con-
sists of three stages: preprocessing, intelligent adaptive filtering
algorithm, and postprocessing stages. In the preprocessing stage,
the far- and near-end data and the data from the EMI measure-
ment system are first imported into LabVIEW via a USB Flash
drive, where the data are saved as .csv files. Second, the sam-
pling frequency and storage depth are set according to Table II,
and the two parameters significantly affect the performance of
the fast Fourier transform (FFT). Third, the near- and far-end
data are set to this frequency range corresponding to the test
band of the selected antenna. In the intelligent adaptive filter-
ing stage, the proposed intelligent adaptive filtering algorithm
is implemented to cancel the ambient noise. In the postprocess-
ing stage, the E-field strength of the equipment is given by the
following equation:

Ef = Vf + AFps(f) + Cra 9
where f is the frequency (MHz), Es denotes the E-field at
distance d from the source, expressed in dB (1V/m), AFpgy)
is the antenna factor (dB(m ™)) obtained by the curve fitting in
LabVIEW, and C§y is the cable loss. Then, the E-field strength

of the radiated emissions of the equipment is displayed in the
display unit, whereas the data are also saved in the database unit
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TABLE II
TEST PARAMETER CONFIGURATION

Antenna type Frequency range Sampling frequency (Gsa/s) ~ Sampling time  Storage depth  Processing data
Telescopic antenna 9 kHz-60 MHz 1 1 ms 1 Mb 1 Mb
Biconical antenna 20-330 MHz 10 500 ps 5 Mb 1 Mb
Log-periodic antenna 200 MHz-1 GHz 10 500 ps 5 Mb 1 Mb

EUT
=)
Q
1 1 Q
I I —
| L
1 t t ]
[«—Im—> , groundplane
< 10m >
Fig. 10.  Test in non-AC.
: I Anechoic chamber:
| | |
I I
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I | .
: EUT : oscilloscope
I A I
[ 15} |
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1
Fig. 11.  Testin AC.

for data management and redisplay. The procedure is shown in
Fig. 9.

A. Testing Environment and Testing Method

In this section, we use two antennas to perform the radiated
emission test of a medium-voltage transformer as the target
equipment in the presence of ambient noise, as shown in Fig. 10.
Subsequently, this equipment is measured in a relatively noise-
free environment in an AC using one antenna and a setup similar
to that shown in Fig. 11, as shown in Fig. 10. Meanwhile, many
types of electrical equipment are present outside the AC. There-
fore, we can obtain or eliminate various types of external noise
by turning ON or OFFthese electrical devices when we apply
the adaptive filtering algorithm for ambient noise cancelation.
This process enables the creation of various types of controlled
background noise signatures to verify the effectiveness of the
proposed algorithm.

We locate the medium-voltage transformer in the AC, turn it
ON, wait until it enters the normal working state, and install a

near-end antenna with d = 1 m (this equation denotes that the
distance between the near-end antenna and the equipment is
1 m) in front of the equipment to capture the radiation signal.
During the test, we close the door of the AC, connect the cable
that leads from the AC to the Rohde & Schwartz oscilloscope
beside the AC, set the test parameters according to Table II, save
the data in the Rohde & Swartz oscilloscope as .csv files, and
copy them to a USB Flash drive for subsequent data processing.

After the above-mentioned test, we turn the equipment
OFFand keep the other settings unchanged, save the data in the
Rohde & Swartz oscilloscope as .csv files, and copy them to a
USB Flash drive for subsequent data processing. At this time,
we perform the ambient measurement.

In the non-AC test, we keep the near-end antenna in the
same position and place another antenna of the same type in a
position nine times farther than the near-end antenna distance
outside the AC to reduce its received electromagnetic-radiation
signal. We ensure that the equipment, near-end antenna, and
far-end antenna are in the same line. We open the door of
the AC, introduce background interference, and keep the other
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Fig. 12.  Field test setup.

electrical equipment outside the AC in working state to increase
the complexity of the test environment. Meanwhile, we can ob-
tain or eliminate various types of external noise by turning ON
orOFFthese electrical devices to control the ambient noise sig-
natures. We place the Rhode & Schwartz oscilloscope between
the two antennas, as shown in Fig. 12, and use cables to connect
it to the antennas. We save the electromagnetic-radiation data in
a.csv format and store them in a USB Flash drive for subsequent
data processing. The structure diagram of the electromagnetic-
radiation test for the medium-voltage transformer is shown in
Fig. 10. Three types of antennas are used to successively per-
form the aforementioned tests. The difference is that different
types of antennas correspond to different sampling frequency
F and storage depth N, both of which determine frequency
resolution A f according to the following equation:

F
where A f has a large effect on the performance of the FFT,
sampling frequency Fj, and storage depth N, as listed in the
Table II.

In summary, three tests are performed by developing an EMI
measurement system. The ambient measurement is performed
using a medium-voltage transformer with no power. The test of
the energized medium-voltage transformer in the presence of
ambient noise is also performed. Finally, the test with all equip-
ment in the AC being energized is performed. In the following
section, we will present the process that obtains the data using
the proposed intelligent adaptive filtering algorithm to verify the
algorithm performance.

(10)

IV. MEASUREMENT RESULTS AND ANALYSIS

In this section, we present the validation of the effectiveness
of the proposed intelligent adaptive filtering algorithm using the
experimental results. We should note that the effectiveness of
the proposed algorithm depends on whether the output results
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of the algorithm are consistent with the results in the AC. In
addition, the conventional LMS algorithm is applied to verify
the effectiveness of the proposed algorithm for comparison.
To verify the effectiveness of the proposed algorithm for the
electromagnetic radiated emissions in the presence of ambient
noise in situ, quantifiable measurement is needed. The results
obtained by the proposed algorithm are consistent with those of
the measurement in the AC within a permissible error. When
the maximum measurement error between the output spectrum
results of the proposed algorithm and the AC is less than 2 dB
in the frequency range from 9 kHz to 30 MHz and 6 dB in
the frequency range from 30 MHz to 1 GHz, we consider that
the proposed algorithm can be applied to measure the radiated
emissions of the equipment in the presence of ambient noise
instead of inside the AC.

First, the results of the proposed algorithm are compared
with those of the conventional LMS algorithm to prove that
the proposed algorithm shows a significant improvement. The
results of the proposed algorithm are consistent with those of
the AC test with permissible error. Thus, the proposed algorithm
can be applied to measure the radiated emissions of the large-
and medium-sized equipment in situ in the presence of ambient
noise instead of in the AC in practical engineering.

A. Ambient Measurement With Unenergized DUT

When the equipment is turned OFF, the two telescopic anten-
nas only received ambient noise. We can see that the spectrum
of the ambient noise consists of a series of spikes in the range
from 9 kHz to 3 MHz (the reason for the displayed frequency-
band range from 9 kHz to 3 MHz instead of the measurement
frequency-band range from 9 kHz to 30 MHz is that the spectrum
above 3 MHz is relatively flat and low), which illustrates that
the EMI caused by the equipment outside the AC is adequately
complex and helps verify the effectiveness of the proposed al-
gorithm under complicated environment. The proposed and the
conventional LMS algorithms are used to process the received
data. Theoretically, the ambient noise should have been per-
fectly cancelled. The results of the proposed algorithm shown in
Fig. 13 are consistent with the theoretical results with a permis-
sible error. Compared with the spectrum of the ambient noise,
the conventional LMS algorithm that uses the parameters of
step size u = 7 and order N = 2 can suppress the noise to some
extent, but the results are unsatisfactory. We have proven that
the proposed algorithm is more efficient than the conventional
LMS algorithm; however, this is not sufficient. In the follow-
ing, we will further investigate the effectiveness of the proposed
algorithm.

As an example of the corresponding subband at level Dsg,
Fig. 13(c) shows the scheme of the proposed algorithm, i.e., the
proposed algorithm achieves better performance by applying the
modified LMS algorithm with the PSO algorithm to the received
data in each sub band.

B. Test Results of Telescopic Antenna

When the equipment is turned ON, the two telescopic antennas
are installed as shown in Fig. 10. We replace the two biconi-
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Fig. 13.  Spectrum of the signal measured by a telescopic antenna. (a) Spec-

trum of the signal (containing background noise). (b) Spectrum of the signal
after filtering. (c) Spectrum of the signal after filtering at level 8.

cal antennas with the two telescopic antennas to perform the
test, whose measurement frequency-band range is from 9 kHz
to 30 MHz. Fig. 14(a) shows the spectra of the received data
from the two telescopic antennas, and the spectra of Channels 1
and 2 represent the radiated emissions of the DUT in the pres-
ence ambient noise. The radiated emissions of the equipment
in this frequency band are obtained in the AC, as shown in
Fig. 14(c). The comparison between Fig. 14(a) and (b) shows
that from the qualitative point of view, the noise is greatly
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Fig. 14.  Spectrum of the signal measured by a telescopic antenna. (a) Spec-
trum of the signal (containing background noise). (b) Spectrum of the signal
after filtering. (c) Spectrum of the signal in the AC.

weakened after filtering and is well suppressed in a wide fre-
quency band, which proves that the algorithm has a good noise-
suppression effect in this frequency range. In addition, the com-
parison between Fig. 14(b) and (c) shows that the spectrum after
the algorithm filtering is very close to that obtained from the AC
test within a permissible error. We note that the Fig. 14(b) shows
that the proposed algorithm has better performance than the con-
ventional LMS algorithm. Compared with the results in the AC,
we can observe that the proposed algorithm successfully cancels
the ambient noise while preserving the DUT signal. The ambi-
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TABLE III
FILTERING EFFECT OF THE TELESCOPIC ANTENNA IN THE TEST RANGE

Frequency Amplitude before Amplitude after Amplitude in  Filtering Error
/MHz filtering /mV filtering /mV AC /mV Effect /dB /dB
0.009 42 40 48 —0.4238 —1.5836
0.4 50 1 1.1 —53.9794 —0.8279
0.75 12 0.8 0.9 —23.5218 —1.0231
1.4 10 1 1.2 -20 —1.5836
2.1 10 0.7 0.8 —23.0980 —1.1598

ent noise signals of 0.2 to 0.4 MHz are attenuated. In particular,
the signal at 4 MHz is attenuated by 50 dB.

The comparison of the results at some frequency bins are
listed in Table III. We select some typical frequency bins to
analyze the effectiveness of the proposed algorithm from the
quantitative point of view. In Table III, the signals at 9 kHz,
400 kHz, 750 kHz, 1.4 MHz, and 2.1 MHz are quantified. The
algorithm shows the best filtering effect in the 400-kHz fre-
quency. The background electromagnetic noise is suppressed
by 54 dB, and the deviation from the test results in this fre-
quency in the AC is less than 1 dB. In addition, the noises in the
different frequencies are suppressed to varying degrees, prov-
ing that the algorithm can process complex noise in a wideband.
The maximum measurement error between the proposed algo-
rithm and the AC is 1.58 dB lesser than the 2 dB required in the
frequency range from 9 kHz to 30 MHz, which demonstrates
that the AC can be replaced by the proposed algorithm in this
frequency range.

C. Test Results of Biconical Antenna

Similarly, we replace the two telescopic antennas with two
biconical antennas in the measurement frequency-band range
from 20 to 330 MHz to perform the equipment test in this
frequency band. The three results are shown in Fig. 15(a)—(c).
The first plot displays the spectra of the signals obtained from
the near- and far-end antennas. The second plot displays the
spectra of the output signals processed by the proposed and the
conventional LMS algorithms. The last plot displays the spectra
of the equipment signal in the AC.

Fig. 15(a)—(c) shows that a series of ambient noise exists
whose amplitude is bigger than that of the equipment. Never-
theless, the proposed algorithm can cancel the ambient noise
while the radiated emissions of the equipment are preserved. In
contrast, the conventional LMS algorithm can cancel the ambi-
ent noise to an extent, but the amplitude of the ambient noise is
larger than that of the equipment, which inevitably leads to seri-
ous errors in which the ambient noise is regarded as the signal of
the equipment. The signals with a frequency of approximately
100 MHz are sharply weakened, and the electromagnetic spec-
trum after filtering is close to that obtained from the AC test,
proving that the algorithm is effective in the frequency range
of 20-330 MHz. Furthermore, we capture some typical fre-
quency bins to analyze the results from the quantitative point of
view. The quantitative analysis result is listed in Table IV. The
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TABLE IV
FILTERING EFFECT OF BICONICAL ANTENNA IN THE TEST RANGE

Frequency Amplitude before Amplitude after Amplitude in  Filtering Error

/MHz filtering /1 V filtering /1 V AC /v effect /dB /dB

25 300 100 120 —9.5424  —1.5836
75 90 10 12 —19.0849 —1.5836
100 180 40 30 —13.0643  2.4988
110 400 40 30 —20 2.4988
183 100 10 11 -20 —0.8279
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Fig. 16.  Spectrum of the signal measured by a log-periodic antenna. (a) Elec-
tromagnetic spectrum (containing noise). (b) Spectrum of the signal after filter-
ing. (c) Electromagnetic spectrum in the AC.

maximum measurement error between the proposed algorithm
and in the AC is 2.5 dB lesser than the 6 dB required in the
frequency range from 30 MHz to 1 GHz, which demonstrates
that the AC can be replaced with the proposed algorithm in this
frequency range.

D. Test Results of Log-Periodic Antenna

Finally, we use two log-periodic antennas instead of the
above-mentioned two biconical antennas to perform the test
whose measurement frequency-band range is from 200 MHz to
1 GHz. Fig. 16(a) shows the spectrum of the signal data received
by the two antennas. The proposed algorithm is compared with
the conventional algorithm shown in Fig. 16(b). The radiated
emission of the equipment in the AC is shown in Fig. 16(c).
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Fig. 16(a)—(c) shows that some spikes occur at 480, 520, 610,
660, and 870 MHz. The amplitudes of these signals are larger
than those of the equipment. However, the proposed algorithm
preserves the radiated emissions of the equipment, as shown
in Fig. 16(c) (the spectrum of the signal in the AC is regarded
as the radiated emissions of the equipment), and attenuates the
ambient noise, which shows that the proposed algorithm can
achieve good performance when subjected to strong interfer-
ence. In contrast, the conventional LMS algorithm can suppress
the ambient noise but not ideally. Furthermore, some typical
frequency bins are selected to analyze the results from a quan-
titative point of view. The quantitative analysis result is listed
in Table V. The maximum measurement error between the pro-
posed algorithm and in the AC is 3.52 dB lesser than the 6 dB
required in the frequency range from 30 MHz to 1 GHz, which
shows that the AC can be replaced with the proposed algorithm
in this frequency range.

E. Verification From the Point of View of the Electric Field
Intensity

Since this paper focuses on the radiated emission of the large-
and medium-sized electrical equipment, it is essential to discuss
whether or not the results of the proposed algorithm accord with
the requirements of the specification limits. In order to further
verify the effectiveness of the proposed algorithm from another
point of view of electric field intensity (dBxV/m), the impact
on the antenna factor and cable loss is taken in account. Without
loss of generality, we use electric field intensity received by the
near end telescopic antenna with test frequency band range from
9 kHz to 60 MHz as an example. In fact, once the results of the
proposed algorithm are consistent with those of AC within error
permissibility, we can ensure electric field intensity computed
by the spectrum results of the proposed algorithm below the
specification limits. There are two main reasons:

1) The antennas and cable used to tests in AC and non-
AC are identical with the same antenna factor and cable
loss, respectively. Thus, the superposition of the antenna
factor and cable loss has not influence on the relative
error of electric field intensity from that of amplitude error
according to (9).

2) Furthermore, the large- and medium-sized electrical
equipment used for the experiment in the AC meet the
requirements specification limits.

In summary, once the results of the proposed algorithm are
consistent with those of AC within error permissibility, we can
ensure electric field intensity computed by the spectrum results
of the proposed algorithm below the specification limits on a
basis of the above reasons. Especially, note that the figures use
the semilogarithm coordinate system where dBxV/m is adopted
as the basic unit of electric field intensity. To obtain electric
field intensity of the equipment, the first step is that the vertical
coordinate unit ¢ V of the amplitude spectrum is converted
to dBuV. Second, antenna factor (dB(m™!)) is obtained by
the curve fitting in LabVIEW. Finally, electric field intensity is
computed by (9).
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TABLE V
FILTERING EFFECT OF LOG-PERIODIC ANTENNA IN THE TEST RANGE

Frequency /MHz ~ Amplitude before filtering /;tV Amplitude after filtering /uV ~ Amplitude in AC /puV Filtering effect /dB  Error /dB
480 25 2 3 —21.9382 —3.5218
520 10 1 1.2 -20 —1.5836
610 9 2 2.4 —13.0643 —1.5836
660 8 2 2.4 —12.0412 —1.5836
870 15 3 2.8 —13.9793 0.5993
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Fig. 17.
Results of the proposed algorithm. (d) Results in AC.

As shown in Fig. 17, the first plot displays the electric field in-
tensity of the signals obtained by the near end telescopic antenna,
where the red line represents the specification limits. Obviously,
electric field intensity of the radiated emissions consisting of the
ambient noise does not meet the specification limits. By con-
trast, the conventional LMS algorithm suppress the ambient
noise to large extent. Unfortunately, there are also a few electric
field intensity of frequency bins above the specification limits,
as shown in Fig. 17(b). Compared with the conventional LMS
algorithm, electric field intensity filtered by the proposed algo-
rithm accords with the specification limits in this context that the
proposed algorithm are consistent with those of AC within error
permissibility, as shown in Fig. 17(c). Moreover, the comparison
of Fig. 17(c) and (d) illustrates the above reasons.

In conclusion, the above experimental result indicates that
the electric field computed by the proposed algorithm are less
than the electric field emissions limits over 9 kHz to 1 GHz
frequency range. In view of this, the validity of the proposed
algorithm is proved from the view of the electric field intensity.
It can not only well modify the conventional LMS algorithm, but
also perform the EMI measurements of the large- and medium-
sized electrical equipment in the presence of ambient noise
in situ instead of AC.

In summary, the algorithm can well eliminate the background
noise in the frequency band of 9 kHz—1 GHz and can preserve the
electromagnetic-radiation signal of the equipment. The filtering
effect of the telescopic antenna in low frequencies can reach
up to 53 dB, indicating that the electromagnetic noise of the

Amplitude(dB ul/fm)

Frequency/MHz

(d)

Electric field intensity and the specification limits. (a) Electric field intensity of near end antenna. (b) Results of the conventional LMS algorithm. (c)

equipment is most obvious in low band. The noise within the
bands of the three antennas is weakened by different degrees,
which not only proves the effectiveness of the algorithm but
also shows that the electromagnetic noise has a wide frequency
band. We note that the ambient noise in the frequency ranges
from 9 kHz to 30 MHz, 20 to 330 MHz, and 200 MHz to
1 GHz correspond to the broadband, narrow band, and spikes,
respectively.

We can prove that the proposed algorithm can be applied to
suppress various noises such as broadband, narrowband, and
spikes. The conventional LMS algorithm suffers from the diffi-
culty in filtering out the noise in such a wide frequency band.
We thus prove that the proposed algorithm performs well in the
suppression of complex electromagnetic background noise. We
can prove that the proposed algorithm can be applied to measure
the radiated emissions of the large- and medium-sized electrical
equipment instead of the AC.

V. CONCLUSION

In this paper, an intelligent adaptive filtering algorithm has
been proposed and applied to test the electromagnetic radiated
emissions of large- and medium-sized electrical equipment in
the presence of ambient noises in situ.

This paper has presented our research on the elimina-
tion of the background electromagnetic noise of large- and
medium-sized electrical equipment in the field tests. To over-
come the defects of the traditional adaptive filtering method in
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practical engineering applications, such as the wide frequency
band of electromagnetic radiation and background electromag-
netic noise, diverse frequencies, failure to ensure convergence
rate and steady-state error, and difficult parameter adjustment,
this work improves the traditional adaptive filtering algorithm
and uses multiresolution analysis in the wavelet transform the-
ory to decompose the tested band into wavelets. Then, it applies
the improved adaptive filtering algorithm based on PSO to re-
move the noise in each decomposed band and eventually syn-
thesizes all the processed bands to obtain the electromagnetic-
radiation information of the equipment itself. This method has
been verified by actual engineering application. It can well
eliminate background noise and restore the electromagnetic-
radiation signal of the equipment in the frequency band of
9 kHz-1 GHz, proving its effectiveness in filtering out the
background noise of the equipment in complex electromagnetic
environment.

This method can be applied in electromagnetic-radiation tests
of equipment with system-level EMC, instead of using the AC.
It has the following advantages:

1) The assembled equipment in the field does not need to
be moved, and the electromagnetic-radiation test of the
equipment can be performed under complex electromag-
netic environment.

2) The test results are consistent with those in the AC with
permissible error. Therefore, this method can help us to
save the cost of constructing ACs, and it has a great market
application value.

3) The proposed algorithm can significantly suppress various
types of noises consisting of broadband, narrowband, and
spikes.

4) The proposed algorithm can be applied in the frequency
range from 9 kHz to 1 GHz. In particular, this algorithm
can suppress the ambient noise below 30 MHz.

The algorithm provides excellent filtering effect on the of-
fline data that do not have a high requirement in real time.
However, the actual electromagnetic environment is time vary-
ing, and practical applications need electromagnetic-radiation
information that is longer than just a few moment. Therefore,
the algorithm still needs further improvement. Time—frequency
analysis techniques such as the short-time Fourier transform can
obtain the spectral information of the data and show the elec-
tromagnetic radiation of the equipment at different moments
in the time axis. Thus, it can more comprehensively describe
the electromagnetic radiation of the equipment than the FFT
method.

For algorithm processing, this design eliminates the back-
ground noise in the near-end signals, and the obtained
electromagnetic-radiation signal represents the electromagnetic
radiation of the equipment in the near end. However, the elec-
tromagnetic radiation of the equipment is distributed in space,
and the obtained electromagnetic-radiation description is not
comprehensive. In the existing techniques [8], intelligent pro-
cessing algorithm for multichannel blind signal can spatially
filter out the background noise using signal processing methods
such as the spatial spectrum estimation and adaptive broadband
beamforming.
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