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Accelerating Stochastic Lightning Attachment
Simulations for the Estimation of Lightning
Incidence to Overhead Lines

Alexios I. Ioannidis
and Thomas E. Tsovilis

Abstract—Lightning attachment can be modeled through a
stochastic approach adopting a detailed representation of the light-
ning phenomenon. A fractal-based modeling technique can be used
for this purpose, considering lightning discharge branched and
tortuous behavior, as well as physical properties associated with
downward and upward leaders’ inception and propagation. How-
ever, fractal-based simulations require substantial computational
resources, especially for the accurate calculation of the electric field
at all points of the discretized simulation domain at each simulation
step. Thus, the considerable computational cost inhibits the exten-
sive application of stochastic simulations for estimating lightning
incidence to common structures and power systems. This work
investigates optimization techniques for fractal-based simulations
regarding total simulation time; these are applicable to both high-
performance computing and personal computers. The proposed
techniques consist of a C-MATLAB integration methodology, as
well as a multi-color ordering algorithm enabling parallel execution
using CPU and GPU programming. Applications associated with
lightning incidence to overhead transmission lines are presented.
The total simulation time is substantially reduced with respect to
the original code. A reduction of up to 98% is achieved, enhanc-
ing the applicability of stochastic modeling to lightning incidence
estimation problems.

Index Terms—Code optimization, fractals, lightning attachment
model, lightning incidence, overhead lines (OHLs), simulation time.
I. INTRODUCTION

IGHTNING is a physical phenomenon that can cause
I J severe damage to human life and infrastructure. Regarding
power systems, lightning protection is of crucial importance for

HERI

Hellenic Foundation for
Research & Innovation

1

Manuscript received 27 March 2022; revised 23 September 2022; accepted
3 January 2023. Date of publication 3 February 2023; date of current version
13 June 2023. The research project was supported by the Hellenic Foundation
for Research and Innovation (H.FR.I.) under the “2nd Call for H.ER.I. Re-
search Projects to support Post-Doctoral Researchers” (Project Number: 367).!
(Corresponding author: Alexios I. loannidis.)

The authors are with the High Voltage Laboratory, School of Electri-
cal & Computer Engineering, Aristotle University of Thessaloniki, 541 24
Thessaloniki, Greece (e-mail: ialexios@ece.auth.gr; zdatsios @auth.gr; gero-
diak @ece.auth.gr; tsovilis@auth.gr).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TEMC.2023.3234626.

Digital Object Identifier 10.1109/TEMC.2023.3234626

, Student Member, IEEE, Zacharias G. Datsios

, Member, IEEE, Apostolos K. Gerodimos ',
, Senior Member, IEEE

their reliability and continuous operation preventing un-
scheduled power supply interruptions and outages that can have
a huge economic impact [1]; thus, this subject still attracts wide
attention [2], [3], [4]. An accurate and comprehensive lightning
protection study requires the use of a lightning attachment
model [5], [6], [7] to assess lightning incidence. Such models
are mainly categorized into the so-called electrogeometric
models (EGM) and leader propagation models (LPM).

More recently, LPM- and fractal-based lightning attachment
models [8], [9], [10], [11], [12], [13] have been developed
using advanced simulation techniques and computational elec-
tromagnetic methods to enable a detailed representation of the
lightning phenomenon in 3D domains. Thus, simplifications of
the EGMs, which consider a geometric approach of the final step
of lightning, may be overcome. However, the complexity of the
natural processes involved and the huge simulation domains (3D
complex geometries) usually lead to excessive simulation times.
This may hinder the applicability of these models to practical
engineering problems.

A few studies have been conducted proposing techniques to
reduce the computational time needed for lightning attachment
simulations. These focus mainly on adaptive strategies for ap-
propriate mesh size selection [14], [15], “tricks” to accelerate
the computational electromagnetics methods employed [16], or
teaching learning-based techniques [17], [18]. However, a sys-
tematic application of stochastic models for lightning incidence
estimation calls for further investigations.

This study deals with the optimization of stochastic lightning
attachment simulations to reduce simulation time. A fractal-
based model is investigated, considering the physical processes
involved in lightning attachment, as well as the tortuous and
branched leader propagation. However, the associated computa-
tional cost of such models is substantial as electric field calcula-
tion is required at all points of the discretized simulation domain
at each simulation step. The investigated code optimization
techniques comprise a C-MATLAB integration methodology,
as well as a multi-color ordering algorithm, developed to en-
able parallel execution using central processing unit (CPU) and
graphics processing unit (GPU) programming. The proposed
techniques are not tied to the specific model and are applicable to
both high-performance computing (HPC) servers and personal
computers. They may also be utilized in various problems em-
ploying finite differences to solve partial differential equations
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Fig. 1. Flowchart of the stochastic lightning attachment model. Dashed
frames: Simulation steps, highlighted boxes: Electric potential computations.

[19], [20]. Applications associated with lightning incidence to a
transmission tower, as well as to an HVAC OHL are presented.
Results are discussed in terms of the decrease in total simulation
time using the original code as a reference. A reduction of up
to ~98% is obtained, enhancing the applicability of stochastic
lightning attachment modeling to practical problems.

II. STOCHASTIC LIGHTNING ATTACHMENT MODEL

A general description of the stochastic lightning attachment
model employed in this work is presented in Section II-A.
Electric potential computations performed initially, as well as at
each simulation step are detailed in Section II-B. These dominate
the total simulation time, as shown in Section II-C. Thus, they are
the focal point of this work dealing with accelerating stochastic
lightning attachment simulations.

A. General Description of the Model

The investigated stochastic lightning attachment model has
been developed in MATLAB based on the dielectric breakdown
model (DBM) [21] for electrical discharge propagation. The
model considers the stochastic nature of lightning attachment
taking into account the lightning discharge branched and tortu-
ous behavior, as well as multiple competing upward leaders and
the interaction among them and the downward leader. Results are
both quantitatively and qualitatively similar to fractal structures
and their main characteristic of self-similarity [22].

Fig. 1 shows a flowchart of the investigated model. The
latter simulates the propagation of the downward-stepped leader
and upward leaders (procedures enclosed in dashed frames in
Fig. 1, one simulation step each) in a discretized simulation
domain with a uniform mesh size. Initially, the background

(a) (b)

Fig.2. Typical simulation results of the stochastic lightning attachment model
in a 3D space. Lightning strike to the (a) ground and (b) lightning mast.

electric field is calculated by employing the finite difference
method (FDM) and the successive over-relaxation (SOR) itera-
tive method (see Section II-B), to solve Laplace equation, with
appropriate boundary conditions imposed (blue dashed-dotted
box, Fig. 1). Then, the downward leader starts propagating. As
it approaches the ground the electric field in the vicinity of
structures or facilities increases and multiple competing upward
leaders may incept from different points according to an adopted
inception criterion. The simulation is terminated with lightning
striking the ground or with lightning interception between the
downward and one of the upward leaders. This enables the
determination of useful lightning attachment quantities as well
as the point of impact. Fig. 2 shows typical simulation results in
a discretized 3D space.

As shown in Fig. 1, propagation is simulated by iteratively
adding domain points to the leaders. These points are selected at
each simulation step associated with downward or upward leader
propagation (dashed frames, Fig. 1) via propagation probability
calculations considering the distribution of the electric field.
Each added domain point to a leader obtains a new potential
value. This affects the electric field distribution of the whole
simulation domain. Hence, after the addition of each new leader
point, the electric potential is recalculated at all domain points
by employing the FDM and SOR methods (red dotted boxes,
Fig. 1), as described in Section II-B. This dynamic recalculation,
taking also into account the small mesh size and low converging
tolerance required for accurate FDM computations, results in a
substantial computational cost stressing the need for adopting
code optimization techniques.

Note that different physical criteria [23], [24] (see Appendix
A) can be integrated into the stochastic model for the inception
and propagation of both downward and upward leaders con-
sidering lightning discharge physics, as well as published mea-
surements and observations. However, if appropriately selected,
these will not affect the reduction of the simulation time treated
in this study.

B. Electric Potential Computation

The electric potential, both background and at each simulation
step (highlighted boxes, Fig. 1), is computed by solving the
Laplace equation using the FDM

V2V = 0. (1)

By discretizing the simulation domain employing a uniform
Cartesian grid (coordinates: 7, j), a difference scheme for solving
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Fig. 3. (a) Five-point stencil (2D) and (b) seven-point stencil (3D) with the
coefficient values used in approximating the partial differential equation with
finite differences.

Laplace equation can be constructed. For a 2D domain, a second-
order scheme can be created by discretizing (1) and replacing x
and y derivatives with centered finite differences [25], [26]

1
(o) (Vie1 = 2Vij + Viga,j)
1
+ w(vmfl —2Vij +Vijs1) =0, ()

which for Ax = Ay (grid spacing) is equal to
(Vicrj + Vigrj + Vi1 +Vij1 —4Vi ;) =0.  (3)

This finite difference scheme can be represented by the five-
point stencil for a 2D space [see Fig. 3(a)]. An equivalent
analysis (see Appendix B) may lead to the seven-point stencil
for a 3D domain [see Fig. 3(b)]

(Vietjk + Vitrje + Vij-1k + Vijrie + Vije—1

+ Vijrr1 —6Vijxk) =0. 4)

Iterative methods can be applied [25], [26] to solve (3) or (4);
namely the Jacobi, the Gauss-Seidel, and the SOR methods. A
predefined tolerance between successive iterations shall be used
as a break criterion to terminate the selected iterative method
(change between successive estimates at all points lower than
the tolerance ¢).

Among the three iterative methods, SOR converges faster.
Hence, it is adopted in this work. For a 2D domain
Vi = (1-w) Ve v

)

(5a)

where

. _ Lot [n]
Vij= 1(‘/271 o+ Vi,

5J 5]

AV VL) b
V; ;"1 denotes the (n-+1)th estimate of the solution at point (i,
J) and w is the over-relaxation parameter (1 <w<2). The optimal
choice for w significantly affects the convergence; w can be
estimated by theoretical equations [25] but can also be obtained
via a trial-and-error procedure. For a 3D simulation domain, (5)
can be written using the seven-point stencil of Fig. 3(b) as

V[”JFl] —

.5,k

n w n n+1 n
(1—w) Vi[,j,]k+g ' (V;‘Erl],j,k + VI VL L

7

n+1 n n+1
+ V;[,jjl,]k + V;[,j,]k-&-l + V'[,j,k—]l)' (6)

Fig.4. Natural ordering for a 2D simulation domain; points are accessed from
the left to the right and from the bottom to the top.

TABLE I
TYPICAL RESULTS OF SIMULATION TIME ANALYSIS IN MATLAB SOFTWARE

Function Execution Percentage over total
time (s) simulation time (%)

Main function 4.15 0.04
Leader propagation 245.56 2.09
Computation of the initial
background electric field 8,348.40 7119
Compl}tatlon ofth'e elect'rlc 3.129.18 26.68
potential at each simulation step

11,727.29
Total simulation time 100

(~3.26 h)

In the originally developed code for the stochastic lightning
attachment model of Fig. 1, the electric potential at every point
of the 2D [3D] discretized simulation domain is computed by
solving (5) [(6)] iteratively, adopting the so-called “natural or-
dering” of the domain points (serial implementation). Actually,
2D domain points are accessed from the left to the right and from
the bottom to the top, as shown in Fig. 4. For a 3D domain, natural
ordering can be achieved by additionally accessing points from
the bottom to the top surface.

It is noted that Dirichlet boundary conditions (V = ct.) are
chosen as initial boundary conditions for points of fixed electric
potential throughout the whole simulation domain. Neumann
boundary conditions (0V/ 0z = 0, 0V /Jy = 0) are used for the
lateral surfaces of the simulation domain.

C. Time-Profile Analysis

The total simulation time of the original stochastic model
described above and the execution time of each function of the
model were estimated with the aid of the built-in time profiler
of MATLAB software. Multiple simulations were performed
for different domain discretizations (number of grid points).
It was found that the functions implementing the FDM and
SOR routines dominate the simulation time for all investigated
cases. Their combined execution time percentage over total time
was ~98%, as shown in Table I for a typical 3D domain case
[total time ~3.26 hours, Fig. 2(a)]. Cases with bigger and more
complex domains may comprise thousands of leader discharge
points and a simulation can last up to a few days hindering the
applicability to practical problems. Thus, this study is focused
on accelerating the code of the FDM and SOR function both
for the initial electric field calculation (blue dashed-dotted box,
Fig. 1) and electric potential recalculation at every simulation
step (red dotted boxes, Fig. 1).
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/* MEX file syntax example */
#include "mex.h"

/* Input function */
void mexFunction(input, output arrays)

/* variable definition */
FDM_SOR_3D()

/* Implementation of FDM & SOR iterative
methods in C programming language */

}

Fig. 5. Code sample of the MEX function used to compile the C code from
the main MATLAB function of the stochastic lightning attachment model.

III. CODE OPTIMIZATION TECHNIQUES TO REDUCE
SIMULATION TIME

The code optimization techniques, employed to reduce the
simulation time of the stochastic model, are described here. A
combination of computational electromagnetics and program-
ming techniques is used to optimize the SOR routine employed
to solve the Laplace equation via the FDM; this routine governs
the total simulation time (see Section II-C). A C-MATLAB
integration methodology is presented (see Section III-A), as
well as a multi-color ordering algorithm (see Section III-B),
developed to enable parallel execution using CPU and GPU
programming.

A. Serial Implementation — C-MATLAB Integration

The original serial implementation written in MATLAB (natu-
ral ordering, Section II-B) was optimized through a C-MATLAB
integration methodology. In fact, the time-consuming FDM
and SOR methods were implemented in the C programming
language. Thus, a significant reduction of the total simulation
time can be achieved, as C is a lower-level language and the
memory access becomes significantly faster and its utilization
more efficient. C routines were integrated into the original code
via MEX file functions (code sample in Fig. 5). The latter are
created in MATLAB for calling a C/C++- program or a Fortran
subroutine [27]; MEX files define the required input and output
arguments.

B. Parallel Implementation — Multi-Color Ordering Algorithm

Natural ordering comprises a sequential procedure that can be
parallelized only if the Jacobi method is used. For the faster SOR
method adopted in this work (see Section II-B), parallelization
cannot be achieved as every processor would entail calculations
dependent on other processors (updated potential values) at
every iteration {[n] and [n+1] in (6)}.

In order to enable parallelism in the FDM and SOR methods,
the so-called red-black (or checkerboard) ordering [28] is used
as shown in Fig. 6 for 2D and 3D simulation domains. It is
based on the fact that neighboring points, necessary in the
calculations, of a red grid point are black points and vice versa,
so their electric potential values can be computed independently
in parallel. Thus, two passes over the grid are performed. In the
first pass (iteration circle k), the potential values of all red (black)

X

(a) (b)

Fig. 6. Red-black ordering for (a) 2D and (b) 3D simulation domains. The
update of red nodes depends only on black nodes and vice versa; thus, it can be
done independently in parallel.
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@® x+zeven,yodd @ x+zodd,yeven

Fig. 7. Multi-color ordering of (a) four and (b) eight color groups for 3D
simulation domains; parallelism can be applied for each color group.

grid points can be computed simultaneously in parallel. Then,
these updated values are used in the second pass (iteration circle
k+1) for the parallel computation of the electric potential of the
black (red) grid points; thus, the procedure of red-black (and
multi-color) ordering is based on parallel calculations for each
color group and serial passes from a color group to the next.
It is noted that the way different nodes of the same color are
accessed is not important provided that the calculation of all red
(black) points (first pass) is completed before the calculation of
all black (red) points (second pass) is launched [28].
Additionally, multi-color ordering [29], [30] can be applied
both to 2D and 3D domains; nodes represented by a color are able
to be updated at the same time, i.e., in parallel. The larger number
of colors used, the less parallel the algorithm can become; the
classic form of the SOR iterative method with natural ordering
(sequential procedure) comprises N colors, that is, equal to the
total number of grid points. On the other hand, the larger the
number of colors, the faster the convergence becomes, as every
next color computation will use the updated values (iteration
k+1) of the previous color; thus, a compromise between the
two factors should be made to account for both parallelism
and efficiency [31]. In this work, four-color ordering for 3D
domains [see Fig. 7(a)] is adopted; this is a general compromise,
considering the fact that the optimal number of colors is expected
to depend on the combination of the application under study and
the employed architecture. In addition, selected results obtained
using two and eight colors [see Figs. 6(b) and 7(b), respectively]
are presented. For the investigated red-black (two colors) and
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#pragma omp parallel for num_threads(num) collapse(3)
private(index, input variables)

/* k index */

for (int k = 1; k < Nz; k = k + 2)

/* J index */
for (int j =1; j <Ny; =3 +2)

/* i index */
for (int i =1; i <Nx; i=1+ 2)

/* Implementation of FDM & SOR methods */

Fig. 8. Code sample for the implementation of OpenMP enabling parallelism
of the FDM and SOR routine; four colors.

#include "mex.h"
#include "cuda_runtime.h"

/* kernel definition */
__global__ void oddEvenKernel(parameters)

/* indexing based on number of threads, thread
blocks, and grid size */
static void FDM_SOR_3D()

/* Implementation of FDM & SOR methods */

Fig. 9. Code sample for the implementation of CUDA enabling parallelism
of the FDM and SOR routine.

multi-color ordering techniques of Figs. 6 and 7, grid points are
grouped in colors depending on their relative position; for each
color parallelism can be applied.

1) CPU Programming — OpenMP: The red-black and multi-
color ordering of Figs. 6 and 7 were implemented in FDM and
SOR routines in the C code with the aid of a shared-memory
Open Multi-Processing (OpenMP) [32], [33] technique typically
used for loop-level parallelism. OpenMP is an application pro-
gramming interface (API) that supports shared-memory multi-
processing programming in C/C++ and Fortran. It is commonly
employed in computationally “heavy” parts of a code for parallel
execution with multiple cores. This model is used in shared-
memory systems; thus, one computing node of the system is
required ensuring that all available cores will have access to the
same memory.

A code sample for the implementation of OpenMP is given in
Fig. 8, illustrating the indexing employed to calculate the electric
potentials for a specific grid color solved in parallel. Indexing
can be adjusted accordingly based on Fig. 7 to account for the
other colors. “#pragma omp parallel for” is used for the creation
of num number of threads defined in “num_threads(num)” and
“collapse(3)” denotes that the following three nested “for loops”
should be conducted in parallel.

2) GPU Programming — CUDA: Appropriate kernel func-
tions are created and memory is allocated in order to allow
for compute unified device architecture (CUDA) programming.
Then, the code is compiled for the generation of the necessary
CUDA file required for execution. Depending on the available
GPU and system characteristics, the number of threads, thread
blocks, and grid size are specified so as to define the total number
of threads per block and appropriate indexing. Code sample
for the CUDA implementation is given in Fig. 9. This part
of the code corresponds again to a specific grid color, which
is computed in parallel. “__global__ void” is used to define
the kernel with appropriate indexing based on the number of

(a)

Fig. 10.

(b)

(a) Typical 66 kV tower (not according to scale) and (b) OHL.

-—-‘—

(@) (b)

Fig.11. Typical simulation results: Lightning strike to (a) a transmission tower
and (b) an overhead transmission line; zoom-in shown in insets.

thread blocks, the number of threads per block, and grid size;
parameters denote the input function parameters.

IV. SIMULATION RESULTS

Applications associated with lightning incidence estimation
are made for the transmission tower of Fig. 10(a), as well as
the corresponding OHL of Fig. 10(b). Typical results of the
stochastic lightning attachment model are depicted in Fig. 11.
Total simulation time values are presented in this section and
discussed in Section V. The performance of the optimized
versions of the model (see Section III) is compared against the
original model (see Section II). The simulated cases are

i) MATLAB original code of Section II;

ii) C-MATLAB integration methodology of Section III-A;
iii) OpenMP parallel programming of Section III-B-1 with 2
up to 32 CPU threads and four colors [see Fig. 7(a)];

iv) CUDA (GPU) programming of Section III-B-2 [four col-

ors (Fig. 7(a))].

Only 3D simulation domains were considered, as these pro-
vide a more accurate representation of the actual geometry
and the lightning phenomenon. Also, simulation times for 2D
domains are inherently very short, in the order of some seconds
or minutes at most, so acceleration is less significant.

The HPC infrastructure of the Aristotle University of Thes-
saloniki, Greece [34] was used for simulations. It consists of
multiple computing nodes with 20 CPU cores per node (CPU
model: Intel Xeon E5-2630 v4) and a cumulative RAM of
128GB per node. 2 Nvidia Tesla P100 supercomputing GPUs
were employed for case (iv) (maximum number of threads per
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Fig. 12.  Total simulation time in hours for the original model (Section II) and
the optimization methods of Section III; tower of Fig. 10(a), reference domain.

block = 2048, maximum thread block dimension = 1024, and
maximum grid dimension = 2731-1). Simulations were also
conducted using a high-end personal computer [workstation, In-
tel Core 19-12900K, (max frequency: 5.20 GHz), RAM: 128GB]
to demonstrate the applicability of the proposed techniques to
personal computers.

The tower of Fig. 10(a) is modeled as points of fixed potential
considering actual dimensions together with the uniform mesh
size used for discretization in the Cartesian coordinates system.
The OHL of Fig. 10(b) is modeled using the catenary equation
for a conductor between equal height supports to account for
phase conductor and shield wire sag; the span length is 250
m. Dirichlet boundary conditions of V = 0 kV were selected
for the towers and shield wires; for the phase conductors, an
instance of the power frequency voltage was simulated (V, =0
kV, Vy, = —46.7kV, V. = 4+46.7 kV). For both cases of Fig. 10,
the dimensions of the 3D domains were selected appropriately
considering the lightning peak current and tower geometry.

Multiple simulations were carried out to account for the
stochastic behavior of the fractal-based model, as well as the dif-
ferent possible lightning termination points (earth, tower, phase
conductor, or shield wire); cases with multiple upward leaders
are generally associated with a higher total simulation time. In
addition, simulations were also performed for a fixed random
number generator (see Fig. 1). This yields a “deterministic”
mode of the model, giving at each run a predefined lightning
discharge path so as to facilitate comparisons.

A. 66 kV Transmission Tower

1) HPC Simulation Results: Fig. 12 shows the total simu-
lation time results for the tower of Fig. 10(a); bars denote the
minimum and maximum values observed. The mean values are
summarized in Table II together with the percentage decrease
of the time between the original MATLAB code and each
optimization method. This table also includes simulation time
results for a deterministic scenario; these fall into the statistical
variation shown in Fig. 12.

TABLE II
TOTAL SIMULATION TIME FOR THE TOWER OF FIG. 10(a) — REFERENCE
DOMAIN
Mean total ~ Percentage Total Percentage
simulation time decrease simulation time decrease
Code (h) (%) (h) (%)
Statistical results Deterministic results
MATLAB original 1.163 - 1.500 -
C-MATLAB 0.301 73.9 0.319 78.7
integration

2 0.169 85.5 0.195 87.0

2 4 0.118 89.9 0.105 93.0
[+

% 7 E 8 0.079 93.1 0.074 95.1

s Tg) 3 12 0.065 94.4 0.058 96.1
255

°Tz2 16 0.058 95.0 0.052 9.5
=

= 20 0.059 95.0 0.053 96.5

32 0.068 94.2 0.058 96.2

GPU 0.049 95.8 0.042 97.2

Grid size = 300x300x300 = 27,000,000 grid points (reference domain)

Total simulation time (h)
I

Code optimization method

Fig. 13.  Total simulation time in hours for the original model (Section II) and
the optimization methods of Section III; tower of Fig. 10(a), extended domain.

The same investigation was performed for an extended 3D
domain to examine the effect of simulation domain on the per-
centage decrease of total simulation time. This domain is double
the size in each dimension as the initially investigated domain
(reference domain); the latter is the smallest (minimum) domain
for which the lateral boundaries do not affect the simulation
results. It is noted that the extended domain is also appropriate
for lightning incidence estimation and lightning performance
assessment of the 66 kV single-circuit OHL [see Fig. 10(b)].
Results are presented in Fig. 13 per code optimization method
and are also listed in Table III together with the percentage
decrease and deterministic results.

From Figs. 12 and 13 and Tables II and III, it is evident
that all optimization methods of Section III yield a significant
reduction of the total simulation time. Among these methods,
the lowest and highest time decrease correspond, respectively,
to the C-MATLAB integration and GPU programming; the
associated mean percentage decrease is ~74% and ~96% for the
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TABLE III
TOTAL SIMULATION TIME FOR THE TOWER OF FIG. 10(a) — EXTENDED DOMAIN

Mean total ~ Percentage Total Percentage
simulation time decrease simulation time decrease
Code (h) (%) (h) (%)
Statistical results Deterministic results
MATLAB original 36.35 - 39.44 -
C-MATLAB 6.96 80.8 5.52 86.0
integration
2 3.96 89.1 3.01 92.4
» 4 2.57 92.9 1.92 95.1
=
oo g 8 1.86 94.9 1.52 96.1
= 3=
50 o 12 1.40 96.2 1.52 96.1
£33
~ @ 16 1.23 96.6 1.62 95.9
=
= 20 1.39 96.2 1.52 96.1
32 1.29 96.5 1.55 96.1
GPU 1.10 97.0 1.27 96.8

Grid size = 600x600x600 = 216,000,000 grid points (extended domain)

TABLE IV
TOTAL SIMULATION TIME FOR THE TOWER OF FIG. 10(a) — WORKSTATION

Total Percentage Total Percentage
simulation time decrease simulation time  decrease
Code (h) (%) (h) (%)

Deterministic results Deterministic results
Reference simulation domain Extended simulation domain

MATLAB original 0460 - 9.40 -
C-MATLAB 0.139 69.8 2.92 68.9
integration
2 colors 0.050 90 0.95 90
OpenMP ) lors 0,060 87 142 85
2-32
8 colors 0.090 81 1.62 83

initial (reference) simulation domain. For the extended one, the
corresponding values are ~81% and 97%. Also, it is important
that the percentage decrease remains almost constant for the
OpenMP method with 8 to 32 threads.

By comparing the results for the two domains (see Figs. 12
and 13, Tables II and III), it can be observed that for the extended
domain, the mean simulation time is much longer (19-31 times),
when considering a specific code optimization method and the
original code. However, the notable percentage decrease in the
simulation time obtained using the optimization methods is
generally comparable for the two domains, though somewhat
higher for the extended one, when examining the same method.

2) Workstation Simulation Results: Simulations on the
workstation were performed solely for a fixed random number
generator, since the obtained deterministic simulation time falls
into the simulation time statistical variation, as shown in the
previous section. Table IV lists the results for the cases of the
reference and extended 3D simulation domains.

It is noted that GPU programming was not employed due to
the absence of a suitable GPU. A significant percentage decrease

Total simulation time (h)
IS
S

O v 2 v
SV ; & & ¢ g & | & &
A ¥ LS I
S o & & ¥ Q Q & Q
o Nl S S S N N N N
K R & § & & S &
IO S & s & &

Code optimization method

Fig. 14.  Total simulation time in hours for the original model (Section II) and
the optimization methods of Section III; OHL geometry of Fig. 10(b).

can be observed from Table IV, even though lower than the deter-
ministic HPC simulations cases (Tables II and III). However, the
time values obtained with the workstation for the original model
of Section II are much lower than those of the HPC; the same also
applies for the C-MATLAB integration methodology results.
This is due to the faster CPU of this high-end workstation (see
Section IV); however, the HPC enables the parallel execution of
many simulations due to multiple computing nodes. Moreover,
from Table IV it is evident that the shortest simulation times
for parallel programming are obtained employing two colors
[red-black ordering, Fig. 6(b)] and the longest simulation times
employing eight colors [see Fig. 7(b)]. This was also found to
apply for stochastic simulations.

B. 66 kV Overhead Transmission Line

1) HPC Simulation Results: Results regarding the total sim-
ulation time for the 66 kV OHL are presented in Fig. 14 with
bars denoting the minimum and maximum values observed.
The mean values together with the percentage decrease of the
time between the original MATLAB code and each optimization
method are listed in Table V; deterministic simulation results are
also included.

It is evident that for this complex case, the simulation time
increases considerably as compared to the tower case employing
the same simulation domain (see Fig. 13 and Table III). This is
due to the fact that in this case multiple upward leader inception
may occur increasing the total simulation time. Nevertheless, the
percentage decrease of the optimization methods is almost the
same with the exception of the C-MATLAB integration method-
ology yielding a lower value (see Table V). Among optimization
methods, the lowest and highest mean time decrease corresponds
again to the C-MATLAB integration methodology (~65%) and
GPU programming (98%), respectively.

2) Workstation Simulation Results: Deterministic simula-
tion results obtained using the workstation are presented in
Table VI. The simulation time values are significantly lower than
the deterministic values of the HPC for the original MATLAB
code and the C-MATLAB integration methodology (see Ta-
ble V), in line with the results of Tables II-IV for the single tower
geometry. The latter is also true for the percentage decrease of
simulation time, which is lower than the relevant HPC value,
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TABLE V
TOTAL SIMULATION TIME FOR THE OHL OF FIG. 10(b)

Mean total ~ Percentage Total Percentage
simulation time decrease simulation time decrease
Code (h) (%) (h) (%)
Statistical results Deterministic results
MATLAB original 59.69 - 45.64 -
C-MATLAB 21.06 64.7 18.61 592
integration
2 7.39 87.6 7.19 84.2
w 4 4.99 91.6 4.10 91.0
2
oo _:’:d 8 2.73 95.4 3.62 92.1
=35
579 L‘é 12 1.99 96.7 3.03 934
< [}
°Tg 6 225 96.2 2.05 95.5
=
= 20 2.13 96.4 2.20 95.2
32 2.27 96.2 2.26 95.0
GPU 1.06 98.2 0.92 98.0

Grid size = 600x600x600 = 216,000,000 grid points

TABLE VI
TOTAL SIMULATION TIME FOR THE OHL OF FIG. 10(b) — WORKSTATION

Total simulation time Percentage decrease

Code (h) (%)
Deterministic results

MATLAB original 20.13 -

C-MATLAB 9.72 517
integration
2 colors 2.85 86
OpenMP

5.3 4 colors 4.55 77

8 colors 5.90 71

as observed by comparing Tables V and VI. In addition, as in
Table IV, the shortest simulation times are obtained employing
two colors [red-black ordering, Fig. 6(b)].

V. DISCUSSION

The percentage decrease of the total simulation time results
presented in Section IV for the optimization methods of Sec-
tion IIT is discussed here against the total time of the initial code.
The statistical dispersion shown in Figs. 12—14 is attributed to

i) the stochastic character of the fractal-based lightning at-
tachment model yielding different results per simulation;

ii) the different HPC nodes that were assigned for each
simulation;

iii) their corresponding computational load at the time of

execution.

As for (i), each simulation may involve the inception and
competing propagation of multiple upward leaders; more leaders
increase the simulation time. Thus, the termination point of
lightning strike and the number of upward leaders involved, as
well as the degree of branching and tortuosity of the simulated
lightning discharges significantly affect the simulation time and
contribute to the statistical dispersion observed.

For the OpenMP method, a general trend of decreasing statis-
tical variation with increasing requested threads can be observed
as an entire HPC node is usually occupied in the cases of a
high number of threads. It is also noted that the deterministic
results presented in Section IV are well within the corresponding
statistical dispersion range of the stochastic simulations.

For the studied cases, that is, the tower (two simulation
domains, Tables II and III) and the OHL (see Table V), the
percentage decrease of the total simulation time is generally
comparable when considering a specific optimization method
(see Section IIT) and the statistical variation of the results. Never-
theless, a slightly higher decrease is observed for more complex
cases. C-MATLAB integration methodology is an exception
with a mean percentage decrease ranging from ~65% to 81%.
In addition, from Tables II, III, and V, it can be seen that the
percentage decrease remains almost constant (~94-96%) for a
particular case of the OpenMP method with 832 threads. This
can be attributed to integrated communication delays between
HPC nodes that the simulation is assigned to, the requested
number of threads, as well as on how the system handles the as-
signment of each part of the parallelized code (“for loops,” Fig. 8)
to the requested threads. For the workstation (see Tables IV
and VI), the percentage decrease of the simulation time remains
unaffected by the requested number of threads in the OpenMP
method. This is due to the way the simulation is allocated to
cores and threads by the operating system. Hence, modifications
in core and thread handling may further reduce simulation time
in specific systems.

The biggest decrease of simulation time was found for the
GPU programming case (~96% to 98%, Tables II, III, V)
due to the significantly larger number of cores available for
parallel implementation (3584 CUDA cores for the case of the
available GPU, Section IV). GPU technology can be considered
as optimal for this work, as handling and scheduling of GPU
cores are optimized for multiple computations. This method
actually diminishes the mean total simulation time to 1 h for
the investigated OHL (see Table V). Such a reduction is of great
importance when considering that a thorough assessment of the
lightning performance of OHLs requires multiple simulation
runs per lightning peak current level, as well as simulations for
different phase angles of the operating voltage. It is important
that an acceptable reduction of the total simulation time cannot
be achieved by modifying parameters of the original stochastic
model, for example, the over-relaxation parameter, w, in (5) and
(6); in this work, the optimal value for the latter was selected
(see Appendix A) prior to the application of the investigated
optimization techniques.

As regards the effect of the number of colors in parallel
programming (see Section III-B), from the results presented in
Tables IV and VIit can be seen that the shortest simulation times
correspond to two colors [red-black ordering, Fig. 6(b)] and the
longest to eight colors [see Fig. 7(b)]. Nevertheless, the optimal
number of colors is expected to depend on the combination
of the application under study and the available hardware and
may be selected using a trial-and-error procedure. As a general
compromise to balance parallelism and efficiency, four colors
can be used.
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The optimization techniques proposed in this study are not
tied to the specific stochastic lightning attachment model but
can also be used in other models employing the FDM in both
2D and 3D geometries with the aid of HPC computing servers
and personal computers. The proposed techniques are applicable
to both single- and multi-element models [35], associated, re-
spectively, with the addition of single and multiple discharge
points at each simulation step. Additionally, to the best of
the authors’ knowledge, this is the first time that multi-color
ordering techniques, enabling parallel programming, are used in
a lightning attachment model. This would enhance applicability
to lightning protection studies of complex geometries taking
advantage of the rapid developments in computing resources
[36] and the increasing use of HPCs in engineering applications.

These techniques can also be applied to fractal-based models
simulating electric discharge propagation in solid, liquid, or
gaseous dielectrics [37], as well as several engineering appli-
cations employing finite differences to solve partial differential
equations, such as the heat diffusion, Laplace, or Poisson equa-
tions [19], [20].

VI. CONCLUSION

Optimization techniques of stochastic lightning attachment
simulations have been investigated regarding total simulation
time. The proposed techniques comprise a C-MATLAB integra-
tion methodology, as well as a multi-color ordering algorithm,
developed to enable parallel programming with the aid of the API
OpenMP (for CPUs) as well as CUDA (for GPUs). Applications
on a transmission tower and an HVAC OHL are presented using
both HPC and a high-end workstation.

The total simulation time is subject to statistical dispersion
resulting from stochastic modeling. The obtained decrease in the
mean simulation time depends to some extent on the complexity
of the simulated problem, that is, on the investigated structure
and the 3D domain dimensions. For parallel OpenMP (CPU)
programming, it also depends on the way the operating system
handles cores and threads, as after a certain point the overhead
imposed by the system to handle and schedule the requested
threads plays an important role.

Results on the HPC show that the total simulation time can
be reduced with respect to the original MATLAB code from
about 65%—-81% with the use of the C-MATLAB integration
methodology, by ~95% with the use of OpenMP with multiple
threads, and from ~96% to 98% with CUDA programming. As
an example, for the CUDA case, this corresponds to a reduction
of the mean simulation time from ~60 h to 1 h. Thus, the
total simulation time and associated computational cost can
be remarkably reduced making the applicability of stochastic
modeling to the lightning performance assessment of large-scale
engineering applications, such as OHLs, feasible within a rea-
sonable total time. The proposed acceleration techniques are not
tied to a specific lightning attachment model and/or computing
infrastructure. Moreover, these techniques can be utilized in
broader engineering problems employing finite differences to
solve partial differential equations with computational models.

TABLE VII
PARAMETERS USED IN STOCHASTIC LIGHTNING ATTACHMENT SIMULATIONS
OF SECTION IV; ADOPTED FROM [23], [24]

Parameter Value
Downward leader potential (MV)
as a function of lightning peak

current / (kA)

3.6858+0.7282-1-0.000818-I*

E =E_,-exp(~hfu)”
E4o=1100 kV/m, u=10 km
for the negative downward leader

E.0=464 kV/m, u=7.5 km
for positive upward leaders

Petrov and Waters model [38]

Critical average electric field for
discharge propagation (kV/m)

Upward leader inception criterion

Average discharge gradient (kV/m) 10
Velocity ratio Dynamic relation [39]
Propagation parameter 8
Over-relaxation parameter in SOR 1.6

* h (km) is the distance of the leader tip from ground level.

TABLE VIII
MEAN TOTAL SIMULATION TIME FOR DIFFERENT VALUES OF THE
PROPAGATION PARAMETER

Propagation parameter, Mean total simulation time (h)

6 7.1
8 6.0
10 5.4
2 > 144
60 1.2
APPENDIX A

The physical criteria adopted in the stochastic lightning at-
tachment simulations of Section IV are listed in Table VII.

The simulation steps depicted in Fig. 1 are iterated until
lightning interception of the downward leader with the upward
connecting leader; this interception is based on the attachment of
the common streamer zones of the negative downward and pos-
itive upward leaders if the corresponding streamer propagation
criterion is satisfied.

The propagation parameter value of 8 (see Table VII) used
in simulations of Section IV was selected on the basis of light-
ning discharge fractal dimension calculations [40] considering
also field observations. Indicative total simulation time results
are presented in Table VIII for several propagation parameter
values, including 6, 8, and 10, which yield fractal dimensions
in accordance with field observations, as well as two extreme
cases: 2 (bushed-type fractal pattern) and 60 (progression in a
straight line). It can be seen that simulation time decreases as
the propagation parameter increases. Nevertheless, meaningful
values (6, 8, 10) yield generally comparable but yet excessive
total simulation times. This stresses the need for applying opti-
mization techniques to achieve acceptable simulation times.

As regards the selection of the over-relaxation parameter,
w, of SOR, typical results demonstrating the effect of w on
the total simulation time are presented in Fig. 15 for the 66
kV tower geometry (extended domain) for a fixed lightning
path employing the C-MATLAB integration methodology at the
workstation; qualitatively similar results were obtained for other
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Fig. 15.  Variation of the total simulation time with the over-relaxation param-
eter, w; C-MATLAB integration methodology, tower geometry of Fig. 10(a),
extended domain.

cases. Thus, the optimal value of 1.6 was adopted; this is also in
line with literature studies [16].

APPENDIX B

This section presents the derivation of the second-order
scheme for a 3D domain as described by (4) [seven-point stencil,
Fig. 3(b)]. The Laplace (1) can be written on its partial derivative
form as

PV(z,y,2)  PV(ryz)  PV(zyz)
0%x 0%y 0%z
By discretizing the 3D simulation domain employing a uni-
form Cartesian grid (point coordinates: i, j, k), a second-order
difference scheme for solving the Laplace equation can be
constructed. Employing centered difference approximations, the
partial derivatives at the grid point (i, j, k) become
PV(x,y,2) _ (Vicgk —2Vigw + Vitrn)
O’z (Az)?
PV(x,y,2)  (Vij1k = 2Vijk + Vijeik)
0%y (Ay)*
OV (w,y,2)  Vigh-1—2Vijk+ Vijrsr)
92z (Az)? '
Substituting (B2)—(B4) to (B1)
(Vie1jk = 2Vijk + Viga k)
(Az)?
Vij-1k = 2Vijk + Vijer )
(Ay)”
Vijk-1 = 2Vijk + Vijk1)
(Az)?
which, for the case of a uniform Cartesian grid Ax = Ay = Az,
yields the seven-point stencil for a 3D domain, that is, (4)

=0.

B

(B2)

(B3)

(B4)

+

+ =0

(B5)

Vicije + Vi1 +Vijoi e+ Vijrie + Vi1

+ Vijkt1 —6Vi k) =0. (B6)
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