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Abstract—In this article, student video visualization profiles
are analyzed with two objectives: 1) to identify difficult sections in
videos and 2) to predict student performance based on their
video visualization profiles. For identifying critical sections in
videos two novel indicators are proposed. The first one is designed
to measure the complexity of the concept being described.
The second proposal, identifies video sections that are more
visually complex. For the first indicator, the average number
of forward and backward passes are used. The higher the
number of backward (forward) passes over a region, the more
challenging (easy) the section is. For identifying sections with
complex visuals, the number of pauses is recorded. Finally, the
student performance prediction is carried out with the purpose
of detecting the alignment between videos and their related
questions. The results show that video visualization profiles are
a good tool to identify video and question alignment.

Index Terms—Machine learning, massive open online course
(MOOC), online learning, video analytics.

I. INTRODUCTION

IN RECENT years, online university-level education has
experienced a fast increase in the course offer and number

of students. Most universities offer online courses through
online educational platforms, such as iversity, edX, Miriadax,
etc. Educational platforms offer a myriad number of courses
of multiple different fields. The growth of these platforms has
further accelerated due to the covid19 pandemic, for instance,
edX has almost doubled the amount of courses and students
in the period from 2018 to 20201 going from 18 million
students to 35M and from 2275 courses to 3090. Initially, the
courses were offered for free in the format known as massive
open online courses (MOOCs). However, the trend of open
courses has shifted to a more controlled environment in which
part of the course contents and exercises is made available
only to students who pay to obtain a certificate. Under these
conditions, institutions not only need to assure that students
acquire the contents corresponding to the issued certificates,
but also to improve the student educational experience and
to provide high-quality educational resources. In this context,
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machine learning has been a handy tool to provide added value
to monitor online education [1].

Automatic monitoring can be performed since these plat-
forms log all the interactions of students with the course.
This information is very valuable to monitor students’ learning
processes, including dropout prediction [2], grade prediction
[3], [4], [5], [6], [7], or identification of student learning
approaches [6], [8], [9]. In grade prediction, the goal is to
predict student performance before the end of the course. The
grade prediction can be based on activity-related events [3], on
quizzes’ results [4], event timestamps [5], event transitions [6],
or summary statistics from video watching sessions [7].

Online courses are structured around video lectures as the
main educational resource. In this context, video analytics
can be used to assess the quality of courses and to analyze
the learners’ digital footprints in order to understand how
students interact with them [10]. Most studies that apply
machine learning techniques to analyze student visualiza-
tions are based on summary statistics [7], [10], [11], [12].
Student visualization footprints are generally described with
attributes such as: number of pauses, number of feed forward,
viewing total time, fraction of watched video, etc. Other
studies use the complete student visualization sequence in
order to identify peaks in videos [13] and as tools to help
instructors analyze videos [14], [15], but not as predictive
attributes.

In contrast with previous works that are based on analyz-
ing the number of events generated by the students when
interacting with videos and/or other elements of the course,
in this article, the student video visualization profiles are
used. Understanding as video visualization profile, the number
of times each video second is watched by a student. These
profiles are applied, first, to identify critical sections in
videos, and, second, to predict the student performance in
evaluation quizzes. We propose two indicators to identify
critical sections in videos: one more related to the complexity
of the concept being described and one related to the visual
complexity of the images being shown in videos. In addition,
the video watching profiles of students are also used to predict
their performance in related questionnaires with the objective
of detecting whether the videos and their related questions are
aligned.

The remainder of this article is organized as fol-
lows. Section II describes other works related to the present
study; Section III describes data and the proposed methodolo-
gies; Section IV shows the study results; and in Section V the
conclusions of this research are summarized.
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II. RELATED WORK

Mirriahi and Vigentini [10] defined video analytics as
the collection, measurement, and analysis of learners’ dig-
ital footprints when accessing videos for the purposes of
understanding how learners use them and engage with them.
They discuss different data mining approaches that can be
applied to video related data and propose some questions that
remain open in relation to the effectiveness of videos for
learning. Two of the future directions given in this article
in the context of video analytics more related to the present
study are: 1) identify interventions that can be applied to
inform instructors of possible changes to the video contents
and 2) help in the instructional design to improve learning and
student experience.

Kim et al. [16] proposed an enhance video viewer based on
previous interaction data from watchers. The enhanced viewer
provides a 2-D timeline that shows the current student the
interaction events of previous students for each video time
point and highlights those regions with the highest number of
events. These regions can help students to identify the difficult
sections in videos. Events are recorded collectively without
taking into consideration the type of event.

Giannakos et al. [17] proposed a video visualization tool
that was used to extract video events from videos. They tested
the system with eleven freshmen in a course that included
video lecturers to assist students during a 7-week period.
From these events, they extracted a time-series plot with
the viewers’ watching activity for each video as repeated
views. An important finding is that they observed a correlation
between the activity peak for each video and the difficulty
of the questions related to each of the video segments. In
addition, the course included questionnaires related to the ease
of use of the video tool showing that the tool was intuitive
and useful.

In [18], they proposed an interesting procedure for detect-
ing important segments in videos. The experiments were
performed using a specifically developed video viewer that
allowed for click event logging. The viewer has a pause/play
button, a button for forwarding 30 s the video and a button
for replaying again the last 30 s. The system was tested on
Youtube videos that are “visually unstructured.” They show
that the timestamps of replay button events are very correlated
with the important segments of the video, which occur right
after these important sections. Observing the peaks of replays
right after the important sections makes sense, as the viewer
generally seeks back after an important section to watch it
again. In this work, we extend this idea using more events
to elaborate time series that can distinguish between different
types of contents in videos.

In [12], video visualization patterns are analyzed. Each
video watching session is described by summarizing features
like the number of pauses, the average speed, the replayed
length, the duration of pauses, the proportion of skipped con-
tent, etc. They found that the watching visualization patterns
are correlated with the perceived difficulty of the video: more
difficult videos were watched with more frequent pauses and

replays. They also noticed that more than half of the pauses
occurred in code snippets.

Several visualizing tools have been proposed [14], [15].
In [14], they present a visualization tool that allow users to see:
differences in the clickstream of different videos, evolution of
the different click actions (pause, play, seek, etc.) along with
the videos and statistical information about learners. In [15]
they propose a graphical tool to help instructors extract valu-
able conclusions from video clickstream data, which includes
actions, such as play, pause, seek, etc. The tool visualizes
the timeline of clickstream data as a smoothed histogram
and highlights the peaks, which are detected automatically.
In addition, the tool shows the statistics for each detected
peak and region identification of those learners who generated
the peak. It also shows existing correlations between different
learner groups.

Shridharan et al. [11] proposed a methodology for predicting
MOOC learner behavior when watching videos. They define
nine features to summarize the learner watching behavior that
include: watched video percentage, total time on video divided
by video length, amount of the video played by learner, with
repetitions, divided by its total playback time, time spent
in pause, number of pauses, number of backwards, number
of forwards, etc. In order to predict future video watching
behavior they fit a linear regressor model to each of the
above features using the remaining features as input variables.
They also applied collaborative filtering. The relation among
variables can be used by instructors to rethink the videos. For
instance, if a learner is predicted to have a high number of
feed forwards, then abridged versions of the videos could be
shown. Another interesting observation is that they showed
that individual students tend to have similar watching patterns
irrespective of the contents being watched. The study was
carried out on a dataset containing one million clickstream
events generated by 3976 learners in a Coursera MOOC with
92 videos.

In [7], they use video watching summarizing features, such
as fraction watched, number of pauses, etc. to predict the
student performance in the weekly quiz. The trained model
manage to obtain fairly good results: 82%–93% as pass/fail
accuracy. In this article, they considered a deep LSTM model
in which a week of data was considered as a time step for the
system.

Kim et al. [13] presented the results of analyzing user
interaction data from 862 videos in four MOOCs on the
edX platform. The goal of this analysis is to compare video
dropout and peaks in viewership among tutorials, lectures and
rewatching sessions. For the dropout they compare the number
of unique viewing sessions for the first second of the video
with respect to any other second. They found that shorter
videos have lower-in-video dropout rates. In addition, they
found that rewatching sessions had higher dropout rates than
first time viewing sessions as students tend to review only
specific sections of videos when rewatching them. In a second
experiment, more related to the current analysis, two sequences
are analyzed to locate activity peaks in the video timeline:
1) rewatching sessions and 2) play events. For rewatching
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sessions the total number of times each second of the videos is
watched in rewatching sessions by all students is aggregated.
The play event sequence is computed by counting the number
of play events for each video second. They show that peaks can
be explained by five different activity patterns generally related
to visual transitions in videos, including return to missing
content, following a tutorial step or replaying a description.
Finally, they provide some guidelines for the design of better-
video learning experiences.

III. DETECTION OF IMPORTANT AND DIFFICULT

SECTIONS IN VIDEOS

In order to identify important and difficult sections in
videos, in this article we propose the use of different time
based statistics. These statistics include for each second of
the video: the number of unique visualizations, different event
counts normalized by the number of unique students that
watched the given video second, number of views per student,
etc. Normalizing video sequences by unique viewers of each
second has the advantage that the height of the peaks could be
compared between different videos, in contrast to the use of the
total number of counts as it is generally done [13]. The number
of views per student of each portion of a video is a good
indicator of the importance of the contents as an important
section of a video will be visualized more often, for instance
when students are preparing the exam. However, the use of
more types of events can help identifying not only difficult
sections but also the type of complexity the sections portray.

In order to ascertain the difficulty of the different sections of
videos, we propose two novel indicators based on the number
and type of events each visualization generates. The higher
the complexity of a given section of a video, the higher the
number of pause and seek backward events each visualization
of that section will generate. On the other hand, easier (or
uninteresting) sections will generate more seek forward events.
Furthermore, the complexity of a video segment can be split
into conceptual complexity and static content complexity (or
visual complexity). These ideas have been indirectly shown by
other authors as we point out hereafter [13]. We understand
the conceptual complexity as a measure of the difficulty of the
descriptions either because the video tackles abstract concepts
or simply because the ideas are not well described. This
can be caused by nonvisual explanations [12], [13]. By static
content complexity (or visual complexity), we understand
static cumbersome figures, texts or code that require more
time from the viewer to analyze than the time provided by the
normal flow of the video. In [12], this effect was described
for code snippets. Also in [13], they identified visualization
peaks caused by students that “return to visual contents that
disappear shortly after.”

More specifically, we propose to build three sequences of
events for each second of the videos as indicators of the
importance, the content complexity and the visual complexity.
The general importance of each section of a video can be
estimated by using the average number of visualization as
in previous studies [13], although here we propose to use
the normalized sequence per unique student in each second.

In this way, the peak height is not affected by the number
of students visualizing the videos. Note, that the number of
unique students visualizing each second of a video is not a
constant value as it changes from second to second.

For estimating the content complexity of each section, we
propose to count the number of times each second is passed
with backward seeks minus the number of times it is passed
with forward seeks, per unique student. For this, the start
and end timestamps of the backward and forward seeks are
recorded. Then, if the starting time is greater than the ending
time (backward seek), +1 is added to all seconds between start
and end. If the end time is greater than the start time (forward
seek) then +1 is subtracted to all seconds between start and
end. This is a good indicator if a section of the video contains
a complex description since students usually do not stop in
the middle of the description but prefer to hear it completely
and, once it is finished, they seek backwards to hear it again.
In contrast, easy sections are passed with seek forward more
often and do not generate backward events.

For the static content complexity, we propose to use the
number of pause and stop events occurring at each second
of the video per student. This sequence is different to the
sequence of play events (even if generally a pause event is
followed by a play event). This is so because our proposal
distinguishes between play events occurring after seeks and
after pauses. The pause is more suited to identify when the
video is showing contents with a high-visual complexity in
which the normal flow of the video is too fast.

IV. EXPERIMENTS

A. Dataset Description

The data analyzed in this article comes from the MOOC
called “Jugando con Android—Aprende a programar tu
primera App” (in English “Playing with Android—learn how
to build your first App”). This MOOC was offered by the
Universidad Autónoma de Madrid on the edX platform.2

The courses offered through edX have different formats:
self-paced, open, certified, etc. In the self-paced format all
activities in the course are open and students can navigate
throughout the course from the day they enroll in it. In this
format, usually there is few or no assistance from teachers.
In the programmed format, the course opens on a specific
date and videos and activities are published on a weekly
basis. In this format, the students are somewhat more guided
through the contents of the course than in the self paced
format, as they can only access the contents of the current and
previous weeks. In addition, in the programmed format, there
are usually teaching assistants who help students with contents
and activities. The data analyzed in this work comes from a
programmed course. The course is organized in seven weeks:
the first six weeks introduce the contents of the course and the
last week is for the final exam. For each of the first six weeks
a series of videos, short questions and a programming activity
are proposed to students. The short questions are intended
to check whether the video contents have been understood.

2https://www.edx.org/school/uamx
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TABLE I
TOTAL NUMBER OF THE DIFFERENT VIDEO EVENTS IN THE COURSE

The weekly programming activity proposes to students a more
complex problem. This problem is ought to be solved by
using the programming techniques described during the week
in the videos and documents. After solving the programming
assignment, students take a brief test to verify if he/she has
implemented correctly the activity solution. In addition, there
is a self graded programming project that runs throughout the
course. In this study, we will not consider the performance
of the students on this project. The course has a final test to
evaluate students. In summary, the course has a total of 30
videos, 63 short questions (≈2 per video), 58 questions to
test the programming activities and 61 questions for the final
exam.

The students trace throughout the course is recorded in a
log file that stores all the different events. From these events,
we have kept all those related to videos, exercises, activity’s
tests and final exam questions. All events include time-stamp
and user id. The events related to exercises and activity’s tests
include additional information, such as exercise id, student’s
answer and if the answer was correct or not. The events related
to videos include specific information of the actions carried out
by the student on the videos. The actions that can be performed
on the videos are: play, seek, pause, stop, and change video
speed. These actions include information of the second of the
video in which the action was performed. In the analyzed
course there are over 1 200 000 video events distributed as
shown in Table I. This high number of events is due to the
fact that the course had over 8000 enrolled students.

Students with less than 150 events of any type were
removed to avoid noisy patterns. This threshold allows us
to keep 25% of the original students (2042 students out of
over 8000 students). However, since the removed students
performed less than 150 events, the total number of removed
events is only 35%, that is, we are keeping 65% of the original
information, which is mostly related to students actually taking
the course.

B. Video Analysis

In this section we propose a novel and comprehensive video
analysis with two objectives in mind. First, to detect which
sections of the videos are found to be more problematic and,
second, to link the student video visualization profile with
his/her performance in the course exercises.

The way students visualize videos can differ among stu-
dents. Some students may visualize videos from start to finish
in one go. However, in general, students tend to stop the
video, to go backward to watch again a given portion, or to
go forward to accelerate an uninteresting section. In order

Fig. 1. Example of a video visualization sequence.

to simplify the analysis of the visualization of the different
videos, we have converted the back and forth events into
visualization segments that will represent the visualization of a
portion of a video by a student. Each visualization segment is
a portion of a given video watched by a given student without
stopping. The portion is defined with a start and end points in
the video (in seconds). For instance, in Fig. 1 it is shown an
illustrative example of a video visualization with nine events,
including play, pause, seek, and stop. After processing those
events, we end up with four visualization segments: 1) 0–
2; 2) 2–5; 3) 2–9; and 4) 9–11 s. Thus, in this example
section 2–5 s is visualized twice and the rest of the video once.
After this preprocessing, over 350 000 visualization segments
are obtained. These sequences are sorted by user and video,
which allows us to analyze efficiently the information of how
students visualize videos.

This information is shown in Fig. 2 for all videos of the
course. Videos are organized by week to avoid cluttering in
the plots. Note that not all weeks had the same number of
videos (it varies from 8 videos on the second week to 3 on
the third week). The plots show, for each of the 30 videos,
the total number of visualizations (vertical axis) for every
time fraction of the video (x-axis). The x-axis is plotted as
the time fraction with respect to the total duration of each
video. In this way all videos are shown in the same horizontal
scale independently of their duration. The curves have been
soften using a moving average of 5 s in order to remove small
distortions.

From these plots, several general patterns in the visual-
ization profile of most videos can be observed. First, the
number of visualizations clearly diminishes as the course
advances. This is a common trend in this type of courses
as student tend to dropout as the course advances [19]. A
second general observation is that the number of visualizations
for most videos is lower at the beginning and at the end
of each video. This can be explained because the videos in
this course include a brief introduction and summary of the
video presented by the teacher. Hence, students tend to skip
those parts at least when they revisualize the videos. A final
important general trend is that the visualizations do not have
a tendency to diminish as the video advances as shown in
other studies [13]. This indicates that the length of the videos
is adequate to their contents. In addition, from these plots,
it can be observed that there are videos with rather high
peaks. These peaks can be due to several reasons and not
necessarily to the difficulty of a section. For instance, the
narrow peak observed in video 1—that explains the installation
of the development environment—around time fraction ≈
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Fig. 2. Total number of visualizations of every time fraction for each video organized by week.

0.25 corresponds to a moment in which a long URL is
given to download the Android SDK. Hence, it makes sense
that students go backward and pause the video in order to
be able to copy the URL. This generates more passes on
that small section. On the other hand, the higher number of
views observed for video 17—working with event listeners
programmatically—on its second half correspond to a more
complex section in which different program code snippets
are shown. The four peaks in that section (at approximately
0.5, 0.6, 0.75, and 0.85) correspond to the description of the
different parts of the implementation, that appear sequentially
on the screen as they are described. These peaks at the different
transition points were first described by [13].

However, the total visualization count provides a partial
understanding of the difficulty and of how content is being
visualized. In order to gain more insight into how students
interact with contents, we have analyzed the different events
fired by students while watching the videos. Specifically, we
have analyzed, in a per unique student and per second basis:
the average number of visualizations, the number of generated
pause and stop events and the counts of forward/backward
passes. These sequences are described in more detail in the
previous section. In Fig. 3, this information is shown for four
representative videos with respect to the real video time. The
number of visualizations per student are computed for each
video second as the number of times each second has been
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Fig. 3. Video sequences for video 2 (top-left), 9 (top-right), 10 (bottom-left) and 17 (bottom-right).

visualized divided the number of students that have visualized
that second. This is shown in the plots as the number of
visualizations per student minus 1, as values below 1 cannot
be achieved by definition. In detail each plot shows the
following.

1) The number of visualizations per student over one.
This is an indicator of the difficulty of each video
section. This is shown with a green solid line as over-
visualization (over vis in the legend).

2) The number of pauses and stops per second and per
student, which is a proxy for the visual complexity or
static complexity of each part of the video, is shown as
visual complexity in the plots (blue solid line).

3) The number of backward minus the number of forward
passes occurring in each second of the videos per
student. This is a proxy of the difficulty of the different
parts of the videos. It is shown with an orange solid line
and with label difficulty.

All plots are shown in the same vertical scale. In addition, in
these plots we have identified the different sections of each
video, which have been named as Z0, Z1, . . . , etc. and have
been separated with vertical lines. The description of each
section is given in Table II.

From these plots we can identify problematic sections of the
videos. In video #2 (top left plot on Fig. 3), two problematic
sections can be identified (Z1 and Z3). These sections show

higher proportion of seek backward events and pauses. This
is because instructions are given to open the SDK manager
(in Z1) and to install several packages (in Z3). If a student
wants to follow the instructions to update his/her IDE, he/she
would need to stop and go back in order to keep up with the
video pace. This could be a bit annoying and indicates that
a slower pace on those sections may help. Video #9 shows
a different behavior. The pause events are almost 0 for the
whole duration of the video and it has a low value of over-
visualizations. In addition, sections Z3 and Z5 show a higher
number of forward events than backward events meaning that
those sections are uninteresting. In fact, those sections are a
bit repetitive as the same concept is repeated 4 times for the
different values (i.e., top, bottom, right and left) of margin
and padding (see Table II). In video #10 (bottom left plot),
again the number of pauses is almost 0 indicating that the
visual complexity is low. However, the difficulty of the video
is rather high, specially for the central part (segments Z4 and
Z5) that shows an example of use. The concepts shown in
this video (gravity and layout_gravity) is a feature on Android
that is not present in most languages. Hence, students are not
familiar with it. Finally, video #17 (bottom right plot) shows
difficult concepts related to event listeners (not as difficult as
video #10). The event listeners explained in this video are one
of the basic elements for implementing interaction in Android
apps, which explains the high number of visualizations. In
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Fig. 4. Video problems relation shown in 2-D (left) and 3-D (right).

TABLE II
VIDEO SEGMENT DESCRIPTIONS

addition, in segment Z3 an example with code is given and,
again, the speed of the description is higher than the time
students need to grasp the code. In consequence a higher

number of pause events are shown indicating a high-visual
complexity.

C. Video-Problem Predictions

The objective of videos is to transmit concepts. These
concepts are subsequently tested to check whether students
have understood the ideas portrayed. In order for this process
to work, the videos should transmit the content efficiently and
the exercises should also be well aligned with the videos.
In this section, and in order to get more insight into the
efficiency of the videos, we have analyzed their relation
to the outcome of the different evaluation items of the
course.

For this purpose, machine learning models are used to
learn the relation between video visualization patterns and
the outcome to the exercises. These models will be trained
to predict the correct or incorrect answer of a student to
an exercise given the visualization pattern of the student
to videos prior to her/his response. For each exercise, only
students that responded to that exercise were considered. For
the visualization pattern of a video by a student, the number
of views of each second of the video could be used. However,
granularity of single-second views may lead to over-fitting
as they are noisy features. In order to confer the features
more meaning and stability, video segments of 10 s in length
are considered and the average number of views during each
segment are used as attributes to predict the exercises outcome.
These segments are computed every 2 s of the video, that is,
the first attribute is the mean number of visualization done by
the student of segment 0–10 s, the second from 2–12 s, the
third from 4–14 s, and so on. This overlap between segments
is done in order to mitigate the creation of artificial separations
every 10 s.
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The objectives of this process are: 1) to be able to predict the
outcome of an exercise based on how the video was watched
by the student and 2) to use the accuracy in the prediction
as a measure of the correlation between visualization patterns
and exercises. For this purpose a random forest ensemble was
trained using 100 decision trees and the square root of the
number of attributes to be selected at random at each split. The
sklearn package was used [20]. In addition, the class weight
hyper-parameter was set to “balanced” in order to equalize the
weights of both classes as, in general, the generated datasets
are imbalanced (there are approximately 9 correct answers to 1
incorrect). This equalization forces the model to put the same
importance in both classes independently of the number of
instances of each one. The Gini criterion is used to train the
trees. Random forest was used as it is one the best classifiers
on average for tabular datasets and one of the models that
needs less hyper-parameter tuning [21], [22]. In addition, we
carried out some exploratory experiments with other models,
such as decision trees, that produced poorer results. In this
sense, the reported generalization score is balanced accuracy
that measures the average recall obtained on each class. The
validation process was repeated for stability using 10-fold
cross-validation. This means that 90% of the data is used for
training and 10% for validation. The process is repeated 10
times leaving for validation a different 10% of the data each
time. Finally, for this part, we analyze the relation between
the 30 videos of the course with respect to the 122 exercises
of type short video questions and weekly activities. In total,
3660 classification problems are analyzed: 30 videos × 122
exercises.

The results are shown in Fig. 4 using a 2-D and a 3-D plot.
Both plots show the average balance accuracy of the random
forests in the prediction of the outcome of each problem
(axis labeled with “Exercise #”) given the visualization pattern
of each video (axis labeled with “Video #”). The value for
the balanced accuracy is shown using the “jet” color scheme
with dark blue for the lowest values and dark red for the
highest-mean balanced accuracies. For the 3-D representation
(right plot), the balanced accuracy is also shown in the
height of the surface. In addition, in the left plot, exercises
and videos belonging to the same week are grouped with
two rectangles marked with “W” and the week number.
For each week, the left rectangle identifies the exercises
directly related to the videos (and that are placed right after
each video in the course) and the right rectangle are the
exercises of the weekly activities (related to all videos of the
week).

Several interesting aspects can be observed in these plots.
Regions that relate exercises with videos that come later in
the course obtain average balanced accuracies around 0.5, that
is, the models are not able to distinguish between correct and
incorrect responses. This is so, since we are considering the
visualization pattern before the exercise was answered and,
in general, no student watches a video belonging to a week
later in the course before doing the exercises of previous
weeks. This region corresponds to the flat area (see right
plot) for low-exercise numbers and high-video numbers. More
interestingly, the prediction generalization score improves for

Fig. 5. Video problems relation for video 22.

the areas that correspond to exercises and videos belonging
to the same week. In the first two weeks, results are rather
low being scarcely above 0.5 on average. One reason for
this is that during the first two weeks there are many trivial
exercises that were responded correctly by most students:
specifically, 20 exercises that were responded correctly by
more than 95% of students in the first two weeks. Such
imbalance classification tasks are very complicated to solve
and results measured in balance accuracy are noisy. In addition
to this, there are also noisy responses coming from students not
completely interested in the course. As the course advances,
much of these students dropout and only those students really
committed to the course remain. In fact, from the third week
on, the prediction scores improve. This indicates that there is
a relationship between the student video visualization pattern
and the outcome of the exercises related to that video. In
general, the best-prediction performance for any given exercise
occurs for one of the related videos.
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In a further experiment to show how the visualization of
videos relate to exercises, we average visualization pattern of
a video for the students who respond correctly and incorrectly
to an exercise in addition to the standard deviations. That
information is shown in Fig. 5 for three exercises related to
video 22. The title of each plot in the figure provides the
video and exercise numbers and the mean balanced accuracy
value. As it can be seen from these plots, for videos where
the balanced accuracy is higher (two top plots) the differences
in average number of visualizations of each segment of the
video is higher for those who responded correctly to the
exercise. For the lower plot, in which our model does not
manage to extract any relation (i.e., balanced accuracy is 0.51),
we can observe that the average number of visualizations is
almost the same for students who answered correctly and
incorrectly. Although in all cases the standard deviations are
high, which limits greatly the possibility to obtain better
results.

V. CONCLUSION

In this article, we propose a novel and comprehensive video
analysis with two objectives in mind. On the one hand, to
detect video sections that students find more difficult, and,
on the other, to relate student video visualization profiles
with their course performance. The analyzed videos in this
work come from an edX course organized in seven weeks
whose contents is organized in videos, short questions and
programming activities that check whether the video contents
have been understood. Several conclusions are drawn from this
analysis. Two novel measures for the identification of difficult
sections on videos are proposed. The first measure based in
pause events is able to locate complex visual sections on the
videos. The second proposed measure, based in backward and
forward events, is able to detect where the difficult concepts
are portrayed in the videos.

Video analysis is also performed to predict exercise out-
comes based on video visualization patterns. This analysis
shows that the prediction generalization score improves for
exercises and videos belonging to the same week. An addi-
tional conclusion is that there is a relationship between the
student visualization pattern for a video and the outcome of
the exercises related to that video.
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