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Abstract—The Hidden Weighted Bit function plays an important role in the study of classical models of computation. A common belief
is that this function is exponentially hard to implement using reversible ancilla-free circuits, even though introducing a small number of
ancillae allows a very efficient implementation. In this paper, we refute the exponential hardness conjecture by developing a
polynomial-size reversible ancilla-free circuit computing the Hidden Weighted Bit function. Our circuit has size O(n%42), where n is the
number of input bits. We also show that the Hidden Weighted Bit function can be computed by a quantum ancilla-free circuit of size
0O(n?). The technical tools employed come from a combination of Theoretical Computer Science (Barrington’s theorem) and Physics

(simulation of fermionic Hamiltonians) techniques.

Index Terms—Quantum computing, quantum circuits, reversible circuits
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1 INTRODUCTION

HE origins of the Hidden Weighted Bit function go back

to the study of models of classical computation. This
function, denoted HWB, takes as input an n-bit string x and
outputs the kth bit of =, where k is the Hamming weight of
x; if the input weight is 0, the output is 0. It is best known
for combining the ease of algorithmic description and
implementation by classical Boolean circuits with the hard-
ness of representation by Ordered Binary Decision Dia-
grams (OBDDs) [1]—a popular tool in VLSI CAD [2]. The
difference between complexities of logarithmic-depth
implementations of HWB by circuits (recall that HWB € NC'
but HWB ¢ AC") and an exponential lower bound for the
size of the OBDD [3] is a startling two exponents (logarithm
vs exponent). Relaxing the constraints on the type of Binary
Decision Diagram considered or restricting the computa-
tions by circuits enables a multitude of implementations
with polynomial cost [4]. Relevant to this paper, we high-
light that removing the constraint that the order of variables
in the OBDD is fixed allows implementing HWB as a poly-
nomial-size BDD (equivalently, branching program) [5].

The Hidden Weighted Bit function was first introduced
in the context of reversible and quantum computations
about 16 years ago by I. L. Markov and K. N. Patel (unpub-
lished), and the earliest explicit mention dates to the year
2005 [6]. The original specification is irreversible, and
required a slight modification to comply with the restric-
tions of reversible and quantum computations. Specifically,
the Hidden Weighted Bit function was redefined to become
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the cyclic shift to the right by the input weight. We denote
this reversible specification as hwb. Formally, hwb(z) is
defined as the cyclic shift of its input z to the right by W
positions, where W =uz;+z+...4x, is the Hamming
weight of . The following shows the truth table of 3-input
hwb:

000
000

100
010

010
001

110
101

001
100

101
011

011
110

111
111

xT

hwb(x)

Since its introduction, hwb was used by numerous
authors focusing on the synthesis and optimization of
reversible and quantum circuits as a test case.

Despite a stream of improvements in the respective circuit
sizes by various research groups [7], [8], [9], [10], the best
known ancilla-free reversible circuits exhibit exponential scal-
ing in the number of gates. The synthesis algorithms benefiting
from the inclusion of additional gates, such as multiple-control
multiple-target Toffoli, Fredkin, and Peres gates [6], [9], [11]
also failed to find an efficient implementation without ancillae.
In 2013, this culminated with the hwb receiving the designa-
tion of a “hard” benchmark function [12]. A recent asymptoti-
cally optimal synthesis algorithm over the library with NOT,
CNOT, and TorroL1 gates [13], introduced in the year 2015,
was also unable to find an efficient ancilla-free implementa-
tion. An ancilla-free quantum circuit can be obtained by
employing an asymptotically optimal quantum circuit synthe-
sis algorithm such as [14], but the quantum gate count appears
to remain exponential and larger than what is possible to
obtain through the application of the asymptotically optimal
reversible logic synthesis algorithm [13].

The introduction of even a small number of ancillae
changes the picture dramatically. Just O(log (n)) ancillary (qu)
bits suffice to develop a reversible circuit with O(nlog?(n))
gates [15], by following the algorithmic definition of this func-
tion. Specifically, the circuit first computes the input weight
into a clean ancilla register spanning [log (n)] bits, then per-
forms control-SWAPs, and finally uncomputes the input
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weight calculation to return ancillae back to zero. A more com-
plex but still polynomial-size circuit is given by Barrington’s
theorem which offers a width-5 polynomial-size branching
program implementation of arbitrary functions in the NC'
class, including individual components of the input weight.
The reversible circuit relies on using only 3 (= [log (5)]) ancil-
lary bits. It can be obtained by computing the individual bits of
the input weight through Barrington’s theorem, and using
such bits logarithmically many times to control-SWAP the
respective input bits into their desired positions. Finally, the
existence of a polynomial-size quantum circuit using a single
ancilla follows from [16], which invokes a version of
Barrington’s theorem by packing the ancillary qubit with
weight information. With 1 being the smallest non-zero posi-
tive integer number, it seemed that the use of at least a single
ancilla would be required to compute the weight into before
using it to control-SWAP the bits according to the hwb specifi-
cation. Indeed, all other attempts to keep both n input bits and
the input weight to a register of only n bits would seem impos-
sible due to the lack of space—the input bits already take up
all of it. There is also no other known algorithmic description
of the hwb function that would allow to compute it without
relying on additional bits.

State of the art, in both the classical reversible and quan-
tum settings, thus suggests an exponential difference in the
gate count between circuits with no ancillae and circuits
with a constant number of ancillae. Thus one of the follow-
ing two statements has to be true: either it is possible that
introducing a single ancilla may reduce the circuit size
exponentially, or it is possible to use n bits to store n Bool-
ean values together with their own weight. Each statement,
if true, would be uniquely surprising.

In this paper, we demonstrate efficient implementations
of the hwb function by ancilla-free reversible and quantum
circuits, thereby resolving which of the above two state-
ments is correct. Our reversible circuit algorithmically repli-
cates the hwb definition using no additional space—in
effect, it encodes the weight into the order of bits and thus
does not contradict the above intuition that appeared to pro-
hibit carrying both information on the n input bits and the
weight over just n bits. Our reversible ancilla-free circuit
requires O(n%?) gates and our quantum ancilla-free circuit
requires O(n?) gates. These results furthermore refute the
exponential hardness conjecture and remove hwb from the
class of hard benchmarks [12].

We next sketch the main ideas behind our ancilla-free cir-
cuits. We begin with the reversible circuit. Our construction
works as follows. First, we show that the n-bit hwb function
can be decomposed into a product of O(nlog(n)) gates
denoted C5(f(z); B), where f(z) is a symmetric Boolean func-
tion and B C « is a subset with 5 input bits. The gate C'5(f; B)
cyclically shifts the 5-bit register B if f(z) = 1, and does noth-
ing when f(z) = 0. To implement C5(f; B), we first break it
down into a product of 6 gates of the form C5|,, (f(z\B); B),
where i € {1,2,3,4,5,6}, each M; is a fixed set of Boolean 5-
tuples, and f are symmetric Boolean functions. The gate C5|,
restricts the operation of the corresponding gate C5 onto the
set M; and simultaneously separates the set B of bits being
cycle-shifted from the set 2\ B controlling these shifts. This
allows us to employ Barrington’s theorem [5] to implement
the gates C5|,, (f(z\B); B) in an ancilla-free fashion by
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expressing them as polynomial-size branching programs with
the input 2\ B and computing into B. Each instruction in such
program realizes a permutation of 5-bit strings controlled by a
single bit and it can thus be mapped into a reversible circuit
over 6 = 5+1 wires.

Next we introduce our quantum ancilla-free circuit. Let
Unwb be the n-qubit unitary operator implementing the hwb
function. By definition, Upwp|z) = C™ 27 "|2), where C
is the cyclic shift of n qubits. Suppose we can find an n-qubit
Hamiltonian H such that C = ¢/ and H commutes with the
Hamming weight operator W= 37", [1)(1[;. Then Unwb =
¢ Thus it suffices to construct a quantum circuit simulat-
ing the time evolution under the Hamiltonian HW. Since
the cyclic shift C is analogous to the translation operator for
a particle moving on a circle, the Hamiltonian H generating
the cyclic shift C is analogous to the particle’s momentum
operator [17]. This observation suggests that // can be diag-
onalized by a suitable Fourier transform. We formalize this
intuition using the language of fermions and the fermionic
Fourier transform, which is routinely used in physics and
quantum simulation algorithms [19], [20]. The desired Ham-
iltonian H such that C=¢ is shown to have the form
H=VTH'V, where V is a (modified) fermionic Fourier
transform and H’ is a simple diagonal Hamiltonian. We
also show that V' commutes with the Hamming weight
operator W, so that Upwp =™ = VTV, We demon-
strate that each layer in this decomposition of Unwp can be
implemented by a quantum circuit of size O(n?).

The rest of the paper is organized as follows. Section 2 intro-
duces a simple modification of the known O(nlog?(n))-gate
O(log (n))-ancilla reversible circuit that requires O(nlog(n))
gates and O(log (n)) ancillary bits. Section 3 describes an
O(n%?)-gate ancilla-free reversible circuit. Section 4 reports an
ancilla-free O(n?)-gate quantum circuit. These sections are
independent of each other and can be read in any order.

2 ReVERSIBLE CIRCUIT OF SIZE O(nlogn) USING
ANCILLAE

We start with the description of a modification of the previ-
ously reported classical/reversible circuit that implements
hwb with O(nlog?(n)) gates and about log (n) ancillae [15].
Our circuit relies on O(nlog(n)) gates and about 2log (n)
ancillae. Compared to the original, it features improved
asymptotics at the cost of using twice the computational/
ancillary space.

Similarly to [15], we break down the computation into
three stages:

1)  Compute the input weight W =21 + 22+ ... + 2.

2)  Apply controlled-SWAP gates to SWAP inputs into

their correct position as specified by the hwb.

3) Restore the value of ancillary register to |0) by

appending the inverse of the stage 1.

Note that the stage 3 is omitted in [15], allowing a direct
comparison to our circuit illustrated in Fig. 1. The difference
between our construction and [15] is how we compute the
input weight. Specifically, we use the same “plus-one”
approach to calculate the weight into the ancillary register,
however, we implement the integer increment function differ-
ently. Given input z;, 1<i<n, the register wy,wa, ..., W4 (1))
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Fig. 1. 10-stage reversible circuit applying the 7-bit hwb to |z xs2324252627w1 twows). Each of the first 7 CNOT/TorroLl gate stages increments
|wiwows) by one depending on the value of input variable, the next 3 FREpkIN gate stages perform controlled-SWAP. Vertical red lines separate these
10 stages. Not shown is Garbage uncomputation that can be performed by appending the inversion of the weight calculation circuit (CNOT/TorroLt

gate part).

+1, where the input weight is being computed into, and tem-
porary storage t1,%a, ..., |1 (i)|-1, “increment by one” works
as follows. If i = 1, apply CNOT(x1; wl). Fori > 1:

1)  ifi> 3: apply Toffoli gate to |z;, wi, t,); for j from 2 to
|log (7) | —1 apply the Toffoli gate TOFFOLI(t;_1, w;; t;);

2) if i=2 or i=3 apply TOFFOLI(x;, w;ws) CNOT(z;;
wy); else apply TOFFOLI(E|1og (4)|—15 W|log ()]} W]log (i) |+1)
CNOT (2105 i) 15 Wi i) )-

3) if i>3: for j from [log(i)|—1 down to 2 apply the
half adder, computed by the circuit ToFFOLI(t;_1, w;;
t;)CNOT(tj_1; w;). Apply TorroLi(z;,w;;t;)CNOT (25 wy).

In our implementation, the ¢ register is used to store nec-
essary digit shifts. Advertised asymptotics follow by inspec-
tion of the above construction. We furthermore illustrated
our circuit in Fig. 1 forn = 7.

3 ANCILLA-FREE REVERSIBLE CIRCUIT OF SIZE
O(n6.42)

In this section we show how to construct an ancilla-free clas-
sical reversible circuit of size poly(n) implementing hwb.
We focus on n > 5, noting that optimal circuits with n up to
4 are already known.

Let n be the total number of bits, and = = (z1, zo,.. .,
x,) € {0,1}" be the input. In some discussions where it is
convenient, we label these bits by the integers {0,1,...,
n—1}=27,. Suppose BCZ, is a subset of 5 bits and [ :
{0,1}" — {0,1} is a symmetric Boolean function (that is,
f(z) depends only on the Hamming weight of z). Define a
reversible gate

C5(f;B) : {0,1}" — {0,1}",

where the output is obtained from the input = by applying
the cyclic shift to the register B if f(z)=1. Otherwise, when
f(x) = 0, the gate does nothing. Note that, because the sym-
metric function f does not depend on the order of the bits,
C5(f; B) is a permutation of the set {0,1}". Moreover,
C5(f; B) is an even permutation, since it is a product of
length-5 cycles and each length-5 cycle is an even
permutation.

Define C(f; (ig,%1,...,%-1)) to be a reversible gate that
applies the cyclic shift of some ¢ bits defined by the cycle
(0,71, ..,9-1) (Where ig,i1,...,4_1 € Z, are all distinct) if

the symmetric function f evaluates to one and does nothing
otherwise. We call 4y, i1, . . ., i;—1 the targets. We call a collec-
tion of C-type gates a layer when the sets of their targets do
not overlap.

We next construct hwb by first expressing it as a circuit
with the C-type gates, then breaking down the C-type gates
into elementary reversible gates and C5-type gates, and
finally expressing the C5-type gates in terms of the elemen-
tary reversible gates.

Lemma 1. The n-bit hwb function can be implemented by an
ancilla-free circuit with |log (n)] + 1 layers of C-type gates.

Proof. We will create a circuit with & layers numbered
0,1,...,[log(n)]. At each layer, the C gates take the form
C(fr;*). Select the symmetric functions f;, as follows: let
fr(xz) =1 iff the kth power of 2 in the binary expansion of
the weight W = 21 + 23 + ... + 2, equals one. Note that f;,
are symmetric functions since the calculation of weight
does not depend on the order the bits are added in. The
function hwb can now be expressed as

hwb = C?'(f0:(0,1,...,n—1)) C2 (f1;(0,1,...,n—1))

[log (n)]
O (fliog ()3 (0,1, . n—1)).
(1)

For any k=0,1,..., |log(n)], let g := GCD(n,2") and
Ci = C(fi; (i, i+ 2" modn, ..., i + (4 —1)2" mod n)).
Then by elementary modular arithmetic,

¥ (f1:(0,1,...,n— 1)) = CyCy...C,q,

and the targets of any two distinct C; in this product do
not overlap. This shows that each of the [log (n)] + 1 fac-
tors in Eq. (1) can be written as a layer of C-type gates.
We next implement each of [log(n)|+1 layers of
cyclic shift gates in Lemma 1 as circuits with O(n)
C5-type gates by expressing the cycles (ig,1,...,%-1) as
products of length-5 cycles. Note that a length-5 cycle is
always an even permutation and (ig,%i,...,%-1) iS an
odd permutation when ¢ is even. It is not possible to
implement an odd permutation as a product of even per-
mutations. However, with one exception, the C-type
gates C; come in pairs (recall that their number, g, is a
power of two) and thus they can usually be paired up to
form an even permutation that can then be decomposed
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Fig. 2. Implementation of the 9-bit cyclic shift C(f;(0,1,2,3,4,5,6,7,8))
using the gates C5(f; (4,5,6,7,8)) and C5(f;(0,1,2,3,4)).

into a product of length-5 cycles. The one exception is the
leftmost gate in Eq. (1), C(fo;(0,1,...,n— 1)), when n is
even. We handle this case first. ]

Lemma 2. C(fy;(0,1,...,n—1)) can be implemented by a
reversible circuit with O(n) elementary gates.

Proof. The Boolean function fy(z) =z ®z2 & ... &z, can
be implemented on the top bit to control all bit SWAPs on
the bottom bits, and it can be implemented on the bottom
bit to control all bit SWAPs on the top bits. The number of
controlled-SWAP gates required is n — 1, and the total
number of the CNOT gates required to compute/uncom-
pute the control register is 4(n — 1). We illustrated this
construction in Fig. 3 forn = 7. O

Lemma 3. For n>5:

1) for t <4, pairs of two C(f; (i0,i1,...,14—-1)) gates can
be implemented by an ancilla-free circuit using con-
stantly many gates C5(f; B);

2)  for odd t > 4 the C(f;(io,t1,...,4—1)) gate can be
implemented by an ancilla-free circuit using O(t) gates
C5(f; B).

3)  forevent > 4 pairs of C(f; (do,i1,...,%—1)) gates can

be implemented by an ancilla-free circuit using O(t)
gates C5(f; B);

Proof. 1. There are three cases to consider: t=2, t =3, and
t=4.

t=2. C(f; (z1,22)) and C(f; (y1,y2)) can be implemented
simultaneously by the circuit C5(f; (y1, 1,92, a,
x9)) C5(f; (a,y1, 1, y2, x2)). This is equivalent to say-
ing that the following permutation equality holds:
(w1, 22) (Y1, 42) = (Y1, 21, Y2, @, T2) (@, Y1, 1, Yo, T2).
Note that the bit ‘a’ can be found since n > 5. We will
show only the permutation equalities in the rest of
the proof, since it is trivial to translate those to
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t=3. To implement a pair of gates C(f;(x1,x2,x3)) and
C(f;(y1,vy2,y3)) rely on the cycle product equality
(w1, 29, 23) (Y1, Y2, 43) = (21, Y1, T2, Y2, Y3) (T3, T1, Y1, T2, Yo )-

t=4. Cycles (x1, 22, 23,24) and (y1,y2,y3,ys) can be obtai-
ned by the equality

(rl,wg,x;;,x4)(y1,y2,y;;,y4)
= (96171762)(561795371754) : (?/17y2)(y17y37y4)
= (z1,22) (W1, y2) - (71,73, 24) (Y1, Y3, Ya),

where first and second part require two C5 gates
each, as described in the cases t =2 and t = 3, for a
total of four C5 gates.2. The goal is to develop a
circuit with C5 gates implementing the gate
C(f;(0,1,...,t—1)), where ¢ is odd. There are two
cases to consider, t =4p+1 and ¢t = 4p+3.

Case 1: t=4p+1, p > 1. We want to implement the
integer permutation given by the cyclic shift (0,1,...,4p)
by the cyclic shifts of length 5. This can be done as fol-
lows,

This decomposition uses p length-5 cycles, resulting in
the ability to implement C(f;(0,1,...,t — 1)) gate using
p =52 C5(f; B) gates. This construction is illustrated in
Fig. 2 forn=09.

Case 2: t =4p + 3, p > 1. Use the formula

(0,1,....4p+2) = (4p,4p + 1,4p+2) - (0, 1,. ..
= (4p +2,4p,2,1,0)(4p + 1,4p +2,0,1,2) - (0, 1,..

,4p)
., 4p).

Since we already implemented (0,1,...,4p) with p C5
gates in Case 1 above, this implementation requires 42
C'5 gates.

3. The goal is to implement a pair of C(f; (z1, 2, ...,
xy)) and C(f; (y1,y2, ..., y:)) where ¢t > 4 is even. Write

(3;'1,.7327. "7xt) : (yhyQa"' ayt)
= ($1,$2)(I1,137$4, s ,xt) ! (ylayZ)(ylay37y4a ve e ayt)
= (1'1,332)(y1,y2) ' ($1,$3,I4,. .- 7xi) ' (y1>3137y4: .. 'ayt)‘

Here, (z1,%2)(y1,y2) requires two C5 gates per item 1.
case t=2, and each of (z1,x3,24,...,2;) and (y1,ys3,ys,
.., y) requires O(t) gates per item 2. O

Observe how the above proof implies thatkthe number of
C5 gates required to implement each of C?'((0,1,..., n —
1); fi) stages in Eq. (1) for k= 1,2,..., [log (n)] is between % +

circuits. Const and § + Const. Thus, per Lemma 2, the total number
MDD DD D MDD DD DD
"I\J\/\J\/\JT’_._'T\/\J\/\J\/‘ ®— 1
x2 L 3 @ x2
x3 L 4 L L i L x3
x4 @ ﬁ L g @ i L 4 x4
x5 ‘ T ‘ ‘ ‘ x5
D T ° X X N
A A A AD D DDA A D

X7 —@ L EANVAANVAANPARNVAANVEANZZN 2 2N 7ESNPARNPARN VAR YE N il

Fig. 3. Implementation of C(fy; (21, x2, 23, 24, x5, 6, 7)), Where fo(z) = 21 © 2 @ w3 x4 B x5 D 6 D 7.
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of elementary and C5 gates required to implement hwb
over n qubits is between % + O(n) and M + O(n).

We next show how to implement C5(f;; B) as a branch-
ing program, using Barrington’s theorem [5], by closely fol-
lowing the original proof. In preparation for using
Barringon’s theorem, we first remove the dependence of the
functions f;, in C5(f; B) on the variables inside the set B, to
allow the desired cyclic shift to be controlled by the values
of n—>5 variables outside the set B itself. To accomplish this,
note that C5(fi; B) acts trivially on the strings 00000 and
11111; those can be ignored. This leaves 30 non-fixed by the
operation 5-bit strings that can be partitioned into six dis-
joint subsets My, My, M3, My, M5, and Mg, with 5 strings
each. Every subset M; contains 5 cyclic shifts of some fixed
5-bit string, and is defined as follows:

M, := {10000,01000,00100,00010, 00001},
M, :={01111,10111,11011,11101, 11110},
M := {11000,01100,00110,00011, 10001},
M, := {10100,01010,00101,10010,01001},
Ms :={00111,10011,11001,11100,01110},
Mg :={01011,10101,11010,01101, 10110}.

(2)

We implement C5( f;; B) by performing the cyclic shifts of a
single subset M; per time.

First, let us introduce some more notations. Given a bit
string x € {0,1}", write z = (y,b), where be {0,1}" is the
restriction of x onto the register B and y€ {0,1}"” is the
rest of z. Let w; € {1,2, 3,4} be the Hamming weight of bit
strings in M, (note that all strings in the same subset J/;
have the same weight). Define a Boolean function f;; :
{0,1}"° — {0,1} such that f;;(y) = 1 iff 2¥ appears in the
binary expansion of |y|+w;. Then

Je(@) = fi(y,b) = fri(y) for any b € M;.

Define a gate C5]y, (fi; B) : {0,1}" — {0,1}" that maps an
input = (y,b) to an output 2’ = (y,b') according to the fol-
lowing rules:

if fii(y) =0thend =0;
if fri(y)=1and b ¢ M, then ¥/ =b;
if fi(y) =1and b€ M, then V/ € M; is obtained from b
by cyclically shifting the elements of );.
By definition, the cyclic shift of bits in the register B can
be realized by cyclically shifting elements of each subset M;
fori =1,2,3,4,5,6. Thus

6
C5(fu(@); B) = [ [ 5l (fulw); B). 3)

Here the order in the product does not matter because the
gates C5[), (fi; B) pairwise commute. Note that the depen-
dence of function f; on the variables inside the set B has
now been removed, and we can proceed to implementing
C5|y, (fi; B) as a branching program, and finally mapping
the instructions used by the branching program into revers-
ible gates.

Recall some relevant notation used in Barrington’s paper
[5]. Let S5 be the group of permutations of 5 numbers,
{1,2,3,4,5}. Given a 5-tuple of distinct integers a;, as, as, a4,
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and as, we write (a1,a2,a3,a4,a5) to denote the 5-cycle. Let e
be the identity permutation. A branching program of length
L with m Boolean input variables yi,vs, ...,y is a list of
instructions (y;,0;,7;) with i =1,2,...,L and o;,7; € S;,
such that o; is applied if y; = 1, and t; is executed when y; =
0. Given a permutation o € S5, the branching program is
said to o-compute a Boolean function f(y) if executing the
list of all instructions in the program results in e (the iden-
tity permutation) for all inputs y such that f(y) = 0 and per-
mutation o for all inputs y such that f(y) = 1.

Barrington’s theorem asserts that any function in the
class NC' can be (1,2,3,4,5)-computed by a branching pro-
gram of polynomial size [5]. We next specialize the proof of
the theorem to explicitly develop a short branching pro-
gram that (1,2,3,4,5)-computes the Boolean function fj;(y).
Recall that f;(y) = 1 iff ok appears in the binary expansion
of y1+yo+...+yn5 +w; with w; € {1,2,3,4} being the
weight of bit strings in M;. It suffices to develop a branching
program computing the Boolean function fi(y) with y €
{0,1}™ and m =n—5 by appending two constant binary var-
iables encoding w; to the bit string y.

While the original proof [5] explored the mapping of log-
arithmic-depth classical circuits over {AND, OR} library, we
focus on the classical circuits over 3-input 1-output MAJ
(a,b,c) :=ab@® bc @ ac and XOR(a,b,c) :=a®bd c gates.
Recall that the library {MAJ, XOR} is universal for classical
computations if constant inputs are allowed.

Lemma 4. Suppose y is an m-bit string and fi,(y) is the kth bit in
the binary representation of W =y, + y2 + ... + Y. The func-
tion fi(y) can be (1,2,3,4,5)-computed by a branching program
of size O(m>*?).

Proof. First, we describe a logarithmic-depth classical cir-
cuit that computes functions f;(y) for the range of appli-
cable values k, and second, report expressions for MAJ
and XOR in the form of a branching program that can be
used in the recursion [5, Proof of Theorem 1]. The length
of the branching program computing f;(y) is upper
bounded by taking the maximal length of the program
implementing MAJ or XOR to the power of the circuit
depth.

First, construct a classical circuit with MAJ and XOR
gates that implements f;(y). To do so, we develop a cir-
cuit that computes all bits of the W (y), and for the pur-
pose of implementing a given single Boolean component,
discard all gates that compute the bits we are not inter-
ested in. Such operation does not increase the depth of
the circuit, and may, in fact, decrease it slightly.

To find W (y), we employ a circuit consisting of two
stages. First, compose a circuit of depth log 3, (m) + O(1)
with 3-input 2-output Full Adder gates FA(a,b,c) :=
(MAJ(a, b, c),XOR(a, b, c)) by grouping as many triples of
digits of same significance at each step as possible (note
that MAJ and XOR are implemented in parallel). We fin-
ish this first stage when the output contains two
log (m)-digit integer numbers v and v such that W =
u+v. To analyze this circuit, it is convenient to group all
bits needing to be added into the smallest set of integer
numbers, and count the reduction in the number of inte-
gers left to be added by treating layers of FA gates as
Carry-Save Adders [21], [22]. A Carry-Save Adder is
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defined as the 3-integer into 2-integer adder, which is
implemented by applying the Full Adders to the individ-
ual components of the three integer numbers at the input.
Since the number of integers left to be added changes by
a factor of 2 at each step, and every step is implemented
by a depth-1 MAJ/XOR circuit, the depth of the first
stage is log 3 /5(m) + O(1). To find the individual compo-
nents of W(y), the second stage adds two log (m)-digit
integer numbers u and v. This can be accomplished by
any logarithmic-depth integer addition circuit in depth
O(loglog (m)), such as [23]. The total depth is thus log 5,
(m)+ O(loglog (m)).

Next, construct Ss-programs computing the MAJ and
XOR functions:

(z1,(1,4,3,2,5), e} (29,(1,3,5,4,2), €) (23,(1,2,5,3,4),¢)
(21,(1,2,3,4,5), e} (29, (1,2,4,5,3), €) (23,(1,4,3,5,2),¢)
(21,(1,5,4,3,2),¢) (z1,(1,5,2,3,4),¢) (4
e if MAJ(z1,29,23) =0
B { (1.2.345) if MAJ(z1,2,25) =1,

(29,(1,2,3,5,4), e} (z3,(1,2,4,5,3),€) (29,(1,3,5,4,2),¢)
(z3,(1,4,5,3,2), e} (21,(1,2,3,4,5),€) (29,(1,3,4,2,5),¢)
(29,(1,3,2,4,5), ¢} (z3,(1,3,4,2,5),¢) (23,(1,3,2,4,5),¢)  (5)
if  XOR(z1,22,23) =0

(&
B { (152,37475) if XOR(ZI,ZQ’ 23) =1.

The branching program that (1,2,3,4,5)-computes
fr(y) is created by recursively replacing gates MAJ and
XOR in the circuit constructed above with the branching
programs Eqs. (4) and (5), where each z; is either one of
the primary input variables yi,y>..., v, or one of the
intermediate variables in the circuit computing fi.(y),
until all instructions are controlled by constants and pri-
mary variables yi, s ..., yn. The recoding of branches of
the program r-computing a desired intermediate variable
z, when 1%£(1,2,3,4,5) (note how Egs. (4) and (5) (1,2,3,
4,5)-compute the gates, but not -compute them for arbi-
trary 1) is accomplished in accordance with [5, Lemma
1]. The total length of the branching program is thus
upper bounded by the size of longest branching program
implementation of the basic gates used (MAJ and XOR)
raised to the power the depth of the circuit it encodes,

910g 3/2(m)+0(loglog (m)) _ O(m5A4190225m10g (m)O(l) )
= O(m™*?).
O

We conclude this section by summarizing the main result
in a Theorem.

Theorem 1. The n-bit hwb function can be implemented by an
ancilla-free reversible circuit of size O(n®4?).

Proof. First, implement each instruction (z,,(a1,as,a3,a4,
as),e) where z, is either a primary variable or a constant
and the sets {ai,as,a3,a4,a5} are defined per Eq. (2),
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using constantly many basic reversible gates. This can be
accomplished by employing a reversible logic synthesis
algorithm, e.g., [10]. Next, use Lemma 4 with m =n —5
and z = yU B to implement all necessary C5|,,. (fi(y); B)
gates, using a branching program with

o) (glog 3/2(n=5) + O(loglog ("—5>)) -0 (9103; 3/2(n) + O(log log (”))) ,
instructions. Each such branching program requires
O(9'oes/2(m+Ooelos )y pagic reversible gates since every
instruction requires constantly many basic reversible
gates. Use six C5|,, (fu(y); B) gates to implement one
C5(fx(x); B) gate, using Eq. (3). Each C5(f;(z); B) thus
costs Q9832 TOMele(M)y pasic reversible gates. Com-
bine Lemmas 1, 2, and 3 to implement hwb using O(nlog
(n)) C5(fr(x); B) gates, implying the total basic revers-
ible gate count of

O(glOgS/z(”) +O(loglog (n)) . nlog (n)>
_ O<n6,4190225..,10g (n)O(l)) — O(n%12).
a

4  ANCILLA-FREE QUANTUM CIRCUIT OF SIZE O(n?)

Consider a register of n qubits and let C be the cyclic shift
operator,

C|.’131,.T)2,l’37 cee 7:1:77,> = |$n,l’1,l'2, s 7-7:17,71)-

The hidden weighted bit function Upwp, may be written as

Unwo|z) = CLF25 %2y for all x € {0,1}".

In other words, Unwb implements the kth power of C on the
subspace with the Hamming weight k. Here we show that
Unwb can be implemented by an ancilla-free quantum circuit
of the size O(n?). The circuit is expressed using Clifford
gates and single-qubit Z-rotations.

Let W := Z;’:_Ul |1)(1|; be the Hamming weight operator.
Our starting point is

Lemma 5. Suppose C = e for some n-qubit Hamiltonian H
that commutes with W. Then

Unwo = ¢

Proof. Indeed, let £}, be the subspace spanned by all basis
states |z) with the Hamming weight k. The full Hilbert
space of n qubits is the direct sum £y & £, & ... ® L,. Let
us say that an operator O is block-diagonal if O maps
each subspace £;, into itself. Since H commutes with W,
we infer that H is block-diagonal. Therefore HW and
¢ are also block-diagonal. Note that HWW and kH have
the same restriction onto £. Thus ¢ and ¢”* have the
same restriction onto £;. By assumption, ¢’/ = C. Thus
¢ and C* have the same restriction onto L. Likewise,
Unhwp is block-diagonal and the restriction of Upwp onto L,
is C*. We conclude that Upwp, and eV have the same
restriction onto L for all k. Since both operators are
block-diagonal, one has Upwp = eV ]
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To construct a Hamiltonian H satisfying conditions of
Lemma 5 it is natural to work in the momentum space [17],
[18] such that the cyclic shift operator C becomes diagonal.
Unfortunately, the momentum space is not well-defined for
qubits and Pauli operators. Instead, we will use the the lan-
guage of fermions and the fermionic Fourier transform [19],
[20]. First, define fermionic creation and annihilation opera-
tors al and a,, with p € Z,, :={0,1,...,n—1} as

a;:Z®Z®-.-®Z®\1><0|®I®I®--~®I
—————— —_—
P n—p—1

a, =202 -0 Z30)(1|®II®---oI.
— —  —

p n—p—1

Here Z = |0)(0] — |1)(1| is the Pauli-Z operator. The creation
and annihilation operators obey the fermionic canonical
commutation rules, a,a, = —a,a, and a,a} + ala, = 8,,I.
We will make use of the ability to perform unitary basis
changes in the space of fermionic operators. Namely, sup-
pose w is a unitary n x n matrix. Then there exists an n-qubit
unitary operator U such that Ua,U' = Y ge7, Upgtq forall p €
Zy,. Furthermore, U can be implemented by an ancilla-free
quantum circuit of size O(n?), see [20]. The desired momen-
tum space basis is defined by choosing U as the Fermionic
Fourier Transform [20].

Definition 1. A Fermionic Fourier Transform is a unitary
n-qubit operator F such that F|0") = |0") and

1 .
FapFT = Z 62”””1/"% for all p € Z,. (6)

qE€Ln

Note that Eq. (6) uniquely specifies F. Indeed, suppose
x € {0,1}" is a weight-k basis state with ones at qubits p; <
p2 < ... < pp. Then

Tt T on
p, ap, p, 0")

Flz) =F

P1P2 Pr

k
—Fal af - .df FT|0"> = H Fa,;\)iF”O").
i=1
(7)

Since each operator Faf F' = (Fa, F')' is determined by
Eq. (6), this uniquely specifies the action of F on the basis
vectors |z). It will be important that F commutes with the
Hamming weight operator I,

FW = WF. 8

Indeed, from Egs. (6) and (7) one can see that F|z) is a linear
combination of states af, af, ---al [0"). Since (af)* =0, the
state af af, ---af [0") is non-zero only if all indices ¢,
@2, - - ., q; are distinct. Such state has weight k. Thus F maps
weight-k states to linear combinations of weight-k states
proving Eq. (8).

We will use the following fact established by Kivlichan
etal. [20].
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Lemma 6. The fermionic Fourier transform F on n qubits can be
implemented by a quantum circuit of size O(n?). The circuit
requires no ancillary qubits.

For completeness, we provide a simplified proof of
Lemma 6 and an explicit construction of the quantum cir-
cuit realizing F in Section 4.1. Now we are ready to define a
Hamiltonian H satisfying conditions of Lemma 5. Let

1
E=Z(I+2"),

be the projector onto the even-weight subspace. Define
n-qubit Hamiltonians

2 T
Hy:=— 11|, H :=Hy+-WE d
0 n Zp| >< |p7 U+n , an

PELy,

H := V'H'V, where V = Fle/l0F/2, 9)

Lemma 7. The Hamiltonian H defined in Eq. (9) satisfies
C=el.

A proof of this lemma is given in Section 4.2. A high-level
intuition behind the definition of / comes from the fact that
FHUFT is the fermionic momentum operator. Note that H =
FHyF' in the odd-weight subspace where F=0. The extra
terms in the definition of H are needed to change integer
momentums (periodic boundary conditions) in the odd-
weight subspace to half-integer momentums (anti-periodic
boundary conditions) in the even-weight subspace. This
accounts for the difference between the qubit cyclic shift
and its fermionic analogue, as detailed in Section 4.2.

From Eq. (8) one can see that HW =WH. Thus H satisfies
conditions of Lemma 5. Combining Lemma 5, Lemma 7,
and noting that VIV =WV one arrives at

_ _iHW __ iVIH'VW _ y st iH'W
thb—el _ev/ﬂ—vVe Vv (10)
_ eszgE/QFezH w FT€ZH0E/2.
Here we used the well-known fact that ¢’ = VeV for
any Hermitian operator O and any unitary V' (which can be
verified by expanding the exponent using the Taylor series
and noting that (VIOV)? = VIOPV for all p > 1). We claim
that each term in Eq. (10) can be implemented using O(n?)
two-qubit gates without ancillary qubits. By Lemma 6, the
layers F and F' have gate cost O(n?).
For the term ¢'0E/2 and its inverse, we have the follow-

ing lemma.
Lemma 8. The operator ¢0F/? can be implemented by a quan-
tum circuit of size O(n) without using ancillary qubits.

Proof. If we set 0, = pr/n, then

B2 — RIR,--- R,_1, where R, = eI lpE,

an
The operator [1)(1],E projects the subset of qubits Z,\{p}

onto the odd-weight subspace. Note p#0 and let C), be a
CNOT circuit that computes the parity of Z,\{p} into the
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qubit 0,

c,= J[ cNoTj.

J€Zn\{0.p}

Then [1)(1],E = Cf|11)(11],C, and thus
R, = Clei® oy
p

Therefore, an individual R, is implemented with O(n)
gates, which suggests ¢'#05/2 can be implemented with
O(n?) gates. However, we can improve this count by not-
ing that for p#q C,C] = CNOT, (CNOT,,. Thus, in fact,
the product in Eq. (11) can be implemented with just
O(n) gates. O

We still need to implement the term " = i’
elT/MW2E The operator ¢'0" is a product of O(n?) rotations
el and VMl Although a naive implementation of
eiT/mW2E requires O(n®) gates, we next show that a better

implementation exists.
Lemma 9. The operator ¢ ™/"W*E can be implemented by a
quantum circuit of size O(n?) without using ancillary qubits.

Proof. First, note that

>

P/ €Ln0<p<p'

+20) 0 M)A, E+ 1) E.

PELRO0<p PEZLnp

20
W2E =2 11)(11],, E

(12)

The terms in Eq. (12) commute. Therefore, we have, with
arbitrary order within the products,

Giln/mW2E _ H U,y H Uop H Up,

pp €LR0<p<p PEZR0<p PEZLn,

(13)

where, for p < p/,

U,y = ST E g U, = e/mna,e,

The second and third products in Eq. (13) can be
implemented with O(n) gates using arguments similar to
those in Lemma 8. In the rest of this proof we focus on
the first product and show that it can be implemented
with O(n?) gates.

Notice that |[11)(11],,E projects the subset of qubits
Z,\{p,p'} onto the even weight subspace while projec-
ting qubits p and p’ to |11) - Therefore, if 0 < p < P, we
can define S, := Z,\{0,p,p'} and

Cpp’ = H CNOTj_](),

jGSpp/
such that
Uy = C;p/ei(2ﬂ/n)|011)(011\0pp/ C

This implementation of U,y takes O(n) gates, which sug-
gests O(n®) gates might be needed to implement all
n(n—1)/2 factors in the first product in Eq. (13). How-
ever, we can order the factors in such a way as to allow
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massive cancellation between consecutive CNOT circuits
C, and implement the first product with just O(n?) total
gates.

Notice that

o
CPP’ qu’ - H
€S,y A8,y

CNOT;,

is a circuit of at most four CNOT gates. In fact, it is a cir-
cuit with just two CNOT gates when [{p,p'} N {¢,¢'}| = 1.
Thus, the following two products can be implemented
with O(n) gates:

UDT = Uxﬁw+1Uz‘z+2 t Uxﬂ‘hb Uyl = Uy,nfl Uy,n72 T Uy‘y+1a

where z,y € Z,\{n—1}. Hence, the first product in
Eq. (13) can be implemented with O(n?) gates because

H Upy = UnUs Usp - Up—g 1.

P €LR0<p<yp

a

The above implementation of e!"/"W*E requires three-

qubit gates of the form e?I"')1! The latter can be decom-
posed into a sequence of O(1) two-qubit Clifford gates and
single-qubit Z-rotations using the standard methods [24].
We summarize main result of this section in the following
Theorem.

Theorem 2. Eq. (10) reports an ancilla-free quantum circuit of
size O(n?) implementing Unwp.

The next two subsections detail various proofs building
up to Theorem 2; an uninterested reader may skip to
Section 5.

4.1 Implementation of the fermionic Fourier
transform

Here we use the method of Ref. [20] to construct a quantum
circuit implementing the fermionic Fourier transform F on
n qubits and illustrate it for n = 3. The circuit is expressed
using O(n?) single-qubit and two-qubit gates

i 1 0
S(y) = eI — {0 eW}
and

R(O{,ﬂ) — eaciﬁ\1()}(01\—11(%_iﬂ\()1)(1()\

1 0 0 0
10 cos(a) —ePsin(w) 0
T 10 ePsin(a) cos («) 0

0 0 0 1

Here «, 8, and y are real parameters. We use subscripts
p,q € Z, to indicate qubits acted upon by each gate. In the
fermionic language, R, ,1(c, 8) implements a Givens rota-
tion in the two-dimensional subspace spanned by operators
ap and a,11. Namely, let R, .11 = R,,:1(o, B). Then

RP,IJ+1QPR;.p+1 = cos (@)a, — sin (a)eiﬂap-%—lv (14)
Rp‘p+]ap+1R;7p+1 = sin (a)e Pa, + cos (a)ay 1. (15)
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We also need a fermionic SWAP gate [20], [25] defined as

fSWAP = CZ - SWAP = R(r/2,7/2)S(—7/2)"".

One can easily check that (fSWAP, . )a,(fSWAP, ;) =
apy1 and (FSWAP, . 1)a,. (fSWAP, ,.,)" = a,. Define a uni-
tary n x n matrix f with matrix elements

(16)

g = n~V2e2mPin  where p,q € Z,.

We will write row(f,p) for the pth row of f. Below we
define a function ColumnReduce( f,m, U) that takes as input
a unitary n x n matrix f, an integer m € Z,, and a quantum
circuit U acting on n qubits. The function returns a modified
unitary matrix f' and a modified quantum circuit U’. A
quantum circuit realizing the fermionic Fourier transform F
on n qubits is generated by the following algorithm.

Algorithm 1.  FermionicFourierTransform

1:  Let f be the n x n unitary matrix defined in Eq. (16)

2. U«1I > Empty quantum circuit
3: form=n—1to0do

4: (f,U) = ColumnReduce( f,m,U)

5:  end for

6: returnF =U"!

Algorithm 2.  ColumnReduce(f, m,U)
1. forp=0tom —1do
20 if fy. #0o0r fy 1, # 0 then
3 if fp+1,m = 0 then
4 Swap row( f, p) and row(f,p + 1)
5: U «—fSWAP, 41 - U > Add fSWAP gate
6: end if >Now fyi1m # 0
7 Choose angles «, B such that tan («)e ™ = —f, ./ foi1m
8 v — row(f, p)
9 row(f,p) « cos (a)row(f,p) + sin (e)e Prow(f,p + 1)
>Now f,,, =0
10: row(f,p + 1) « cos (e)row(f,p + 1) — sin (e)ePv
11: U«—Rppri(a, B)- U > Add R gate
12:  endif
13: end for > Now f,,, is the only nonzero in

the mth column of f
14: y — phase(f.m) > Now fom = €
15: fm.m =1
16: U~ S, (y)-U

17: return (f,U)

> Add S gate

We claim that the quantum circuit U and the unitary
matrix f obtained after each call to the function Column
Reduce have the property

(UF)a,(UF)" =Y foga, for all p € Z,. 17)

q€Ln

Indeed, Eq. (17) is trivially true initially when U = I and f is
defined by Eq. (16). The lines 4 and 7-10 of Algorithm 2
apply a sequence of Givens rotations to the matrix f setting
to zero all matrix elements f,,, with 0 <p < m and setting
fmm = 1. The order in which matrix elements of f are set to
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0 or 1 is illustrated for n = 3 below (asterisks indicate matrix
elements of f):

% ok ok * *x 0 * x 0
x % x| — |x x x| —=|x x 0
ERERES | * * | EREREN
[« % 0] [+ 0 0] [+ 0 0]
—|x x 0l =[x x 0| —1|x 1 0O (18)

EREERY EREERY EREERY

(1 0 0

—|*x 1 0

"

Since f remains unitary at each step, the final unit-diagonal
low-triangular matrix is the identity, i.e., f = I after the last
iteration of Algorithm 1. Each time a Givens rotation is
applied to some rows p,p+ 1 of the matrix f, the corre-
sponding Givens rotations of fermionic operators a,, a,;1
are added to the quantum circuit U, see Eqgs. (14) and (15).
More precisely, the angles «, 8 at Line 7 are chosen such that
the operator

Rpﬁp+1 (Ola /3) (f]kmaﬁ + fp+1,map+1)RpAp+l (av ﬂ)T7

is proportional to a,;1, see Eqs. (14) and 15). Thus the prop-
erty Eq. (17) is maintained at each step. After the last itera-
tion of Algorithm 1 one has f = I and Eq. (17) gives (UF)aq,
(UF)" = a, for all p. Furthermore U|0") = |0") since all gates
added to U map [0") to itself. We conclude that U = F!
after the last iteration of Algorithm 1. Thus the algorithm
returns a quantum circuit realizing F. The inverse circuit
U~! can be obtained from U using the identities R(«, g =
R(—a, B) and S(y) ' = S(—y). The direct inspection shows
that the total numberof gates fSWAP, R and S added to U is
O(n?). We implemented Algorithms 1 and 2 in Matlab
obtaining the circuit illustrated in Fig. 4 in the case n = 3.

4.2 Proof of Lemma?7
First note that

C = SWAP,;SWAP,,---SWAP,, 5, 1.
Define a fermionic cyclic shift
fC = fSWAP, ,fSWAP, , - - - {SWAP,,_5,,_1. (19)
A simple algebra shows that
Cla) = (—1)-1E0tartet-2fC 7).

Let k =29+ 21 +... + 2,1 be the Hamming weight of z.
Then

_ Tp-1(TotTr ot Ty _2) _ _ 1\ (k1)
(=1) = (=1

— (_ 1)'7:7171 ety

_ (_ 1).’1:,,,1 (k+1) )

Thus C=fC on the odd-weight subspace and C=fCZ,_; on
the even-weight subspace, i.e.,

C = EfCZ, . + (I — E)fC. (20)
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S(m/6)

R H N

R(a,m/3)

Fig. 4. Quantum circuit realizing the 3-qubit fermionic Fourier transform
F. The circuit was generated using Algorithm 1. Here o = —(1/2)
arccos (1/3) ~ —0.9553.

We claim that

fC = FeitloFT, (21)

Indeed, let G := Fe®oF'. First note that fC|0") = G|0") =
|0™). Since any state can be obtained from |0") by applying
the creation operators alf), it suffices to check that

fC'a,fC = G'a,G,
for all p. Recall that

(fSWAP,,.1)a,(fSWAP,,..)| = a,., and
(fSWAP,,,1)a,,1 (fSWAP, ,.1)" = a,,.
Combining this and Eq. (19) one gets fC'a,fC = a,_;, where

the indices of fermionic operators are evaluated modulo 7.
Using the identities

677,HU aqezHU _ equ/naq7

1 & :
FapFT =— E e>wilng - and
vn v

q€Ln

1 & _
FTCLQF _ Z e—?mqr/nar
vn ’

€L

one gets

Gla,G =n7'2 Z mi-pla/npg Fi

q€Ln

_ n*l § e2ﬂ1(1*p+7‘)q/nar =a, 1.

q.rE€Ln

Thus G'a,G = fC'a,fC = a,_,, proving Eq. (21).
Next we claim that
fCZ,L_l _ e*ng/2fCeiH0/261'(ﬂ/n)W. (22)

Indeed, let L :=fCZ,_; and R := e 0/2fCeiH0/2¢i(m/mW _Gince
L|0™) = R|0™) = |0"), it suffices to check that L'a,L = Ra,R
for all p € Z,,. A simple algebra gives

e77',(n/n)I/Vapei(n/n)I/V _ ei(r{/n)ap7

a, if 0<p<n-2

—a, if p=n—1"

anlapZn—l = {

6ZH0/2ap672H0/2 _ efmp/nap7 and

e—zHO/ZapezHg/Z _ emp/nap,

1179

for all p € Z,. Recall that fC'q,fC = a, . Using the above
identities one gets

if 1<p<n-1

t _) W
LapL—{ if p=0

—a,
and

RTCLPR —e mp/nemp /rLet(n/n)ap_l’

where p’ = p — 1 (mod n). Note that

e*inp/neinp//n _ { 677?7?/71 if 1< p<n— 1 )
e i p=0
Thus L'a,L = Rla,R, thatis, L = R, proving Eq. (22).
Combining Egs. (20),(21), and (22) one infers that the
restrictions of C onto the odd-weight and even-weight sub-
spaces coincide with the operators C,s; = Fe/™0F' and C..,,,, =
e H/2(FeltoFheifo/2¢in/mW respectively. Thus

C= 6—1'HUE/2(F61'HU FT)ez'HUE/267?(7r/n)WE7

on the full Hilbert space. Recall that the fermionic Fourier
transform F preserves the Hamming weight. Thus F' com-
mutes with //""F Commuting the term e/™/"WF to the
left gives

C= e—iHoE/QF(eiHoei(n/n)WE) FieiHoE/2 _ erz‘H’M

where V = Flei0F/? and H' = Hy + (7/n)WE. Thus C =
V'V proving Lemma 7.

5 CONCLUSION

In this paper, we introduced two ancilla-free circuits imple-
menting the Hidden Weighted Bit function, O(n%*?)-gate
reversible circuit and O(n?)-gate quantum circuit. Our cir-
cuits improve best previously known exponential size
reversible and quantum ancilla-free circuits into polyno-
mial-size ones. Our results demote hwb by removing it
from the class of “hard” benchmarks [12]. Our ancilla-free
reversible implementation marks a new point in the study
of ancilla vs gate count (space-time) tradeoff. Noting a high
exponent in the reversible circuit complexity and a more-
than-cubic difference between complexities of our best
quantum and reversible circuit implementations, we sug-
gest that a further line of inquiry may target improving the
reversible implementation. Our work gives an example of a
reversible function that can be efficiently implemented by
quantum circuits using techniques originally developed in
the context of quantum Hamiltonian simulation. It remains
to be seen whether hwb is an isolated example or there is a
larger class of reversible functions that can be efficiently
implemented using a similar strategy. More generally, we
find it important to study other space-time tradeoffs in
quantum computing.
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