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Abstract—To enable comparisons among various information
systems, it is necessary to establish general measures based on a
unified model. This paper sets out four concise postulates about
information, from which a unified information model is derived
using axiomatic methods, which provide a theoretical foundation
for developing a series of general information measures. By using
volume, the most commonly used information measure, a formula is
derived for the relationship between information and mass, energy,
and time in closed systems. This formula can be used to analyze and
optimize the power consumption requirements of information
systems. Through eleven corollaries, the author also demonstrates
that the proposed theory can express classical or commonly used
principles in information science and technology for each type of
measure. This finding suggests that a unified theoretical system that
integrates many classical information principles can be constructed.
Finally, the output information from some information systems is
tested and evaluated, and the results show that the proposed
general information measures can be used to support the design
and evaluation of various information systems.

Index Terms—Evaluation of information systems, information
measures, information model, objective information theory (OIT),
postulates about information, relationships between information
and matter, energy and time.

I. INTRODUCTION

THE rapid progression of information science and technol-
ogy has brought humankind into the information age.

Information science is generally considered a discipline that
studies the acquisition, processing, transmission, and application
of information. It encompasses various fields, such as computer
science, communication technology, artificial intelligence, data
science, and sensor science. Some of its classical principles,
such as Shannon information theory [1], the radar equation [2],
the Nyquist sampling theorem [3], Metcalfe’s law [4] and Kal-
man filtering [5], have played substantial roles in the design and
development of information systems such as the telegraph,
radar, television, the internet, AI systems, and electronic com-
merce systems in their respective fields. For example, Shannon
information theory applies statistical methods to study the basic
rules of information transmission and processing in communica-
tion systems and solves many technical problems, such as

information encoding, data compression, data transmission and
data storage in communication and computing systems. How-
ever, these classical information principles lack internal cohe-
sion and have not yet formed a unified theoretical system to
effectively guide the practice of complex information system
engineering. Furthermore, to date, our comprehension of infor-
mation has varied considerably. For example, information for a
system R is a capacity to cause changes in the system R, infor-
mation is a difference that makes a difference, information is the
values of characteristics in the processes’ output, information
can be viewed as a collection of symbols [6], etc. These concepts
are extracted from the information systems of certain specific
situations. There is no consensus on a universal concept of infor-
mation that is suitable for increasingly complex information sys-
tems of all types. With the increasing extension of information
systems to pervade human society, there is an urgent need to
employ a set of theoretical methods based on a unified informa-
tion concept and model to guide and standardize the design,
development, application and evaluation of various large-scale
and complex information systems.

Our everyday reality is characterized by objective informa-
tion [7]. Consistent with Winner’s famous assertion that infor-
mation is information, not matter or energy [8], a Harvard study
noted that matter, energy, and information are the three main
kinds of societal resources: without matter, nothing exists; with-
out energy, nothing happens; and without information, nothing
makes sense [9]. This author proposed the fundamental concept
of objective information theory (OIT) [10], established a defini-
tion and model of information, analyzed its basic properties, and
defined nine measures. In the context of aerospace control sys-
tems, the authors of [11] verified the applicability and reason-
ableness of OIT. In [12], conditions for information restorability
were introduced, and eleven types of information measures
were revised and expanded, including volume, delay, scope,
granularity, variety, duration, sampling _rate, aggregation, cov-
erage, distortion, and mismatch. Further efficacy analyses were
conducted for these eleven types of measures that an informa-
tion system can potentially achieve. The structure of information
system dynamics (ISD) was also established to provide compre-
hensive index guidance and model support for the design and
integration of large-scale information systems [13].

Axiomatization is a fundamental approach for constructing
modern scientific theoretical systems. Can we establish a con-
cise axiomatic hypothesis that derives the basic model and math-
ematical definition of information based on people’s general
perception of information? From such a model, can we derive
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formulas that express the relationships between the three ele-
ments of the objective world to support more accurate engineer-
ing calculations and designs? Additionally, can we prove the
intrinsic relationship between OIT and a series of classical infor-
mation principles using mathematically well-defined informa-
tion measures, thus laying the foundation for a unified
information science theory? Since information is the common
output of all kinds of information systems and since measuring
and evaluating information are the basic prerequisites for devel-
oping information systems, answering these questions is crucial
to our endeavor to establish a set of advanced information sci-
ence theories that support the engineering of large-scale, com-
plex information systems.

The contribution of this paper is to demonstrate that a unified
information model can establish general information measures
that can reveal the quantitative relationships among information
and matter, energy and time and can accommodate many tradi-
tional classical information principles while also having important
practical significance. In the second part, four basic postulates on
information are proposed, namely, binary attributes, existence
duration, state representation, and an enabling mapping. Then, it is
proved that the sextuple model defined by OIT satisfies these pos-
tulates as necessary and sufficient conditions. In the third part, the
information volume defined by the sextuple model is analyzed,
and the additivity of the atomic information volume is verified.
The information volume formula for a single quantum carrier over
a time period is also proven using the Margolus–Levitin theorem.
Furthermore, a formula is derived that relates the information vol-
ume to mass, energy, and time based on Einstein’s mass–energy
conversion formula. The proposed theorem reveals more precise
relationships among information, matter, energy, and time. Macro-
scopically, this approach enables us to calculate and analyze the
volume of information that the universe can contain at this time.
In engineering, this approach can help optimize the power con-
sumption design of information systems. In the fourth section, the
relationships between the eleven information measures defined by
OIT and related classical or commonly used information princi-
ples are demonstrated. It is shown that the general information
measures based on the sextuple model can also be used to express
many classical principles. In the fifth part, we perform statistical
experiments using the eleven types of information measures to test
three well-known information systems. The results indicate that
general information measures based on the sextuple model can be
used to analyze and evaluate the key performance of various infor-
mation systems and guide the development and construction of
large-scale complex information systems.

II. AXIOMATIC DERIVATION OF THE INFORMATION MODEL

While people may have varying opinions on the nature of
information, there are commonly accepted examples of informa-
tion, which are collected, transmitted, processed, stored, and uti-
lized in computer and internet systems. These examples include
various types of numerical data; texts; and audio, video, and
multimedia files. The author proposes that matter is the funda-
mental form of existence, energy represents the capability of
motion, and information reflects the content of both the

objective and subjective worlds. Matter, energy, and informa-
tion are the three essential elements of the objective world [10].
Using an axiomatic approach, we propose four postulates to
facilitate a potential consensus on the nature of information and
develop rigorous information models:

Postulate 1: (Binary Attribute). Every piece of information
comprises two components: the noumena, which represents the
intrinsic essence of the information, and the carrier, which
embodies the objective form of the information.

An important distinction between information and matter or
energy is that while matter and energy can exist independently,
information always has a “shadow” lurking behind it. Questions
are often raised about the validity of a specific piece of informa-
tion, such as “Is this information true or false?” and “How accu-
rate is this information?”. Indeed, the “surface” of information
is always compared with the “shadow” behind it, and the funda-
mental significance of information application is related to the
ability to recover and apply the truth hidden behind the apparent
outer form of information. It is important to note that the
“objective form” of information requires that the apparent outer
form cannot be altered by people’s subjective will. Thus, the
carrier of information must be something that exists in the objec-
tive world. This serves as the basis for Postulate 1.

Postulate 2: (Existence Duration). The content and form of
information have their own respective temporal existences.

Like matter and energy, a particular piece of information has
a temporal existence, regardless of whether the noumena or the
objective form in the carrier is considered. The duration of exis-
tence has significant implications for information. For instance,
the study of information delay relies on the relationship between
the durations of existence of the noumena and the carrier. In
numerous applications of information, such as disaster weather
forecasting, military intelligence, and document exchange, this
delay can have a decisive impact. This forms the basis
for Postulate 2.

Postulate 3: (State Representation). The states of the
noumena and the carrier of information have their own respec-
tive representations.

One key distinction between information and matter or
energy is that the essence of the content of matter is still matter,
and the essence of the content of energy is still energy, while the
essence of the content of information is the state of events or
objects. The states of both the noumena and the carrier should
be taken into account because of the binary attribute nature of
information. Therefore, if we want to analyze the authenticity
and accuracy of information, we must compare the states of the
noumena and the carrier. This is the foundation for Postulate 3.

Postulate 4: (Enabling Mapping). The state of the noumena
can be mapped onto the state of the carrier via an enabling
mapping. This implies that a surjective mathematical mapping
can be established from the state of the noumena to the state of
the carrier, and the state of the carrier becomes objective reality
due to the state of the noumena.

In the absence of any relation between the states of the
noumena and the carrier, information cannot exist. Only when a
surjective mapping relationship between the two states is estab-
lished mathematically and a cause-and-effect relationship can
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be physically formed between the former and the latter can
information come into existence. This is the fundamental princi-
ple underlying Postulate 4.

Postulates 1–4 establish the fundamental components and
relationships of information, which serve as the basis for deriv-
ing the following sextuple model of information.

Lemma 1: The necessary and sufficient condition for the exis-
tence of an information model satisfying Postulates 1–4 is the
existence of an enabling mapping I such that the set of states of
noumena f ¼ f ðo,ThÞ is surjectively mapped to the set of carrier
reflection states g¼ gðc,TmÞ, where o is a nonempty set of infor-
mation noumena, Th is the set of times when the noumena in o
occur, c is a set of objective carriers, and Tm is the set of reflec-
tion times of carriers.

We call the mapping I, denoted by I ¼ o,Th, f , c,Tm,gh i, the
sextuple model of information.

Proof: If Postulates 1–4 are satisfied, we have nonempty
sets o and c by Postulate 1. Postulate 2 yields the sets Th and Tm,
the durations for the occurrences of the noumena and reflections
in the carriers. Postulate 3 provides the set of states of the nou-
mena, denoted by f ðo,ThÞ, which depends on the set of noumena
o and the set of noumena occurrence times Th, as well as the set
of states of reflections in the carrier, denoted by gðc,TmÞ, which
further depends on c, the set of carriers, and Tm, the set of reflec-
tion times. According to Postulate 4, surjective enabling map-
pings exist from f ðo,ThÞ to gðc,TmÞ. We denote these mappings
in I and obtain the sextuple model I ¼ o,Th, f ,c,Tm,gh i. The
necessity is proven.

On the other hand, if the sets o, c, Th, Tm, f ðo,ThÞ, and
gðc,TmÞ exist together with a surjective enabling mapping from
f ðo,ThÞ to gðc,TmÞ, then the sextuple model I ¼ o,Th, f ,h
c,Tm,gi clearly satisfies all four postulates. Sufficiency is
also proven.

Based on Postulates 1–4 and Lemma 1, we can now provide a
precise and rigorous mathematical definition of information
within the framework of OIT.

Definition 1: (Mathematical definition of information). Let O
denote the set of all content of the objective world, let S denote
the set of content of the subjective world, and let T be a set of
times. The elements in these sets can be specified according to
the requirements in different areas. A noumenon is thus an ele-
ment of the power set 2O[S (or a subset ofO[ S), the occurrence
duration is Th 2 2T , and f ðo,ThÞ is the set of states of o over Th.
The carrier c 2 2O, the set of reflection times Tm 2 2T , and the
set of reflection states gðc,TmÞ are all nonempty sets. Information
I is thus an enabling mapping from f ðo,ThÞ to gðc,TmÞ, which is
expressed as I : f o,Thð Þ ! g c,Tmð Þ or I f o,Thð Þð Þ ¼ g c,Tmð Þ.
The collection of all information is referred to as the information
space, denoted by T, which is one of the three essential elements
of the objective world according to OIT.

Notably, the mapping I must be a surjective mapping from
f o,Thð Þ to g c,Tmð Þ in the mathematical sense. However, only
when g c,Tmð Þ is created through f o,Thð Þ in the objective world
by self-excitation or an external force can I be considered infor-
mation. This is why the concept of enabling mapping is intro-
duced in Definition 1. Therefore, a purely mathematical
surjective mapping from f o,Thð Þ to g c,Tmð Þ is not information

if g c,Tmð Þ has no physical connection to f o,Thð Þ. Surjectivity is
a necessary but not sufficient condition for information. Infor-
mation is both mathematical and physical [14], and this is its
essential property.

Definition 2: (Restorable information). If the information I ¼
o,Th, f ,c,Tm,gh i is also an injective mapping from f o,Thð Þ to
g c,Tmð Þ, i.e., for any o�,ol 2 o,Th�,Thl 2 Th, f�, fl 2 f , then
when f�ðo�,Th�Þ 6¼ flðol,ThlÞ, one must have Iðf�ðo�,
Th�ÞÞ 6¼ Iðflðol,ThlÞÞ. In this case, I is an invertible mapping,
meaning that its inverse I�1 exists. For any c� 2 c,Tm� 2
Tm,g� 2 g, there is a unique o� 2 o,Th� 2 Th, f� 2 f such that
I�1 g� c�,Tm�ð Þð Þ ¼ f� o�,Th�ð Þ. As a result, I�1 g c,Tmð Þð Þ ¼
f o,Thð Þ. We refer to information I as restorable, and the restored
state of information I is f o,Thð Þ.

We observe that by utilizing g c,Tmð Þ and I�1, the state of o
over Th, f o,Thð Þ, can be restored. This represents the restorabil-
ity of information. In practical scenarios, people rely on infor-
mation to search for the restored state, which embodies the
essential property and significance of information.

III. RELATIONSHIPS BETWEEN INFORMATION AND MATTER,
ENERGY AND TIME

As matter, energy, and information are the three fundamental
elements of the objective world, and time is the essential condi-
tion for carrying them, their interrelationships have become a
fundamental issue in scientific research. The sextuple model of
information in OIT defines the volume of information as a mea-
sure of its reflection set [12]. Similar to mass, energy, and time,
the volume is the most appropriate measure to express the rela-
tionships between these elements.

A. Combination of Atomic Information and Volume
Additivity

The representation of information as a sextuple model I ¼
o,Th, f ,c,Tm,gh i does not emphasize its nature as a set. We sim-
ply need to modify the notation slightly to see that I ¼
o�,Th�, f�,c�,Tm�,g�h if g, where o� 2 o, Th�2 Th, f� o�,ð

Th�Þ 2 f o,Thð Þ, c� 2 c, Tm�2 Tm, g� c�,Tm�ð Þ 2 g c,Tmð Þ, and
� 2 K is an index set. We then see that I is in fact a set of ele-
ments with six components. The concepts of subinformation and
proper subinformation can be defined similarly to subsets and
proper subsets in set theory. Just as matter can be broken down
into indivisible elementary particles and energy into indivisible
quanta, any information can also be decomposed to the most
basic level, at which it cannot be further divided. The fundamen-
tal unit of information is referred to as atomic information
(Fig. 1). Atomic information does not imply that information is
associated with an atomic carrier or noumenon; rather, it is the
smallest and most basic component of the information space.
Therefore, atomic information plays a crucial role in understanding
the composition and nature of information. Any information can
be considered a combination of atomic information, and there is
no overlap among the atomic information. Building upon the prin-
ciples of set additivity and measure theory [15]错误!未找到引用源。,
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we define the additivity of a volume of atomic information and its
combinations as follows:

When g�ðc�,Tm�Þ is r-measurable for any atomic informa-
tion I� ¼ o�,Th�, f�, c�,Tm�,g�h i of restorable information
I ¼ o,Th, f ,c,Tm,gh i, where � 2 K, which is a countable index
set, then we have

Volumer Ið Þ ¼
X1

�¼1

volumer I�ð Þ: (1)

When K is a finite set, we can simply change the superscript1
in the sum (1) to a finite number representing K’s cardinality.
However, ifK is an uncountable set, Formula (1) cannot be simply
changed into an integral representation since, in general, the mea-
sure does not have additivity with regard to an uncountable set.

B. Information Volume That an Individual Quantum Can
Carry

Quantum information theory is an important achievement of
contemporary information technology. It is commonly agreed
that there is no radiation with energy less than a photon [16]. A
single quantum such as a fermion (e.g., a quark or lepton) or
boson (e.g., gluon, w-boson, photon, or graviton) [17] is a basic
element that cannot be further divided in terms of energy; thus,
it is the most efficient carrier of atomic information.

Corollary 1: (Information volume of a single quantum carrier).
For restorable information I ¼ o,Th, f ,c,Tm,gh i, when carrier c
is a single quantum, I is called single quantum carrier informa-
tion. We define the measure r as the number of distinguishable
states experienced by c over reflection duration Tm; let t ¼
supTm � infTm be the reflection duration of information I. Then,
the upper bound of the volume of information I with respect to
measure r is

max volumer Ið Þ� �
¼ 4DEt=h, t is sufficiently large;

1, t is or is approaching 0:

�

(2)

where the unit of volumer Ið Þ is a qubit, DE is the average energy
of quantum c, and h� 6:6� 10–34 j=s is the Planck constant.

Proof: According to the definition of information volume,
volumer Ið Þ is the number of distinguishable states experienced
by quantum carrier c over reflection duration Tm. The state of a
quantum is composed of two mutually orthogonal basis states 0ij
and 1ij and their quantum superposition a 0i þ b 1ijj , where a
and b are complex numbers satisfying aj j2þ bj j2 ¼ 1 [18]. How-
ever, the distinguishable states of a quantum must be orthogonal
[19]. Thus, by the Margolus–Levitin theorem [20], the shortest

time delay from one state to another orthogonal state depends on
the associated average energy DE. The transition time is no
shorter than Dt ¼ h=4DE. Since each distinguishable state of a
single quantum can carry exactly one qubit of information [21],
for carrier c, if the average energy is DE, then for a reflection
duration t, if t < Dt, c can display only one state that is distin-
guishable from the others. This means that volumer Ið Þ ¼ 1
(qubit), i.e., c can carry only one piece of qubit information. This
proves the second case of (2).

More generally, for any longer reflection duration t, we have
max volumer Ið Þ� �

¼ t=Dt½ � þ 1¼ 4DEt=h½ � þ 1, where [�] de-
notes the function that takes the integer part of a rational num-
ber. Since h� 6:6� 10–34, when t is sufficiently large, for
example, DEt � 10–30, according to the preceding formula, the
relative error between ½4DEt=h� þ 1 and 4DEt=h is smaller than
the scale of 10–4 and is negligible. Thus, we obtain
max volumer Ið Þ� �

� 4DEt=h (qubit). This proves the first
case of (2).

Corollary 1 illustrates that the capacity of a quantum carrier
to carry distinct information is bounded by its corresponding
energy, thereby limiting the amount of information that can be
carried over any given time interval. Furthermore, given that the
number of quanta in the universe is finite and that the informa-
tion carried by a quantum carrier constitutes the fundamental
building block of information, it can be mathematically proven
that even with an assumed infinite future, any information can
be decomposed into, at most, a countable number of atomic
information units. Therefore, the additivity of volume for infor-
mation combinations holds true under all circumstances.

C. Information Volume That a General Carrier Can Carry

Since the discovery of cosmic expansion by Hubble [22], the
standard assumption has been that all energy in the universe is
in the form of radiation or ordinary matter [23]. Any matter or
radiation in the objective world can be a carrier of information,
and the information volume that a carrier can carry depends on
its physical properties and the level of technology [24]. At pre-
sent, silicon chips are commonly the carriers with the largest
carrying volume in information systems. With the most
advanced manufacturing technology, the mass of a silicon chip
is approximately 1.6 grams, and its storage volume can reach
1012 bits. Therefore, the information volume that a kilogram of
silicon chips can carry is 6.25�1014 bits.

According to the principles of thermodynamics and the
mass–energy conversion formula [25], the minimum mass of
matter required to store one bit is mbit ¼ kbTlnð2Þ=C2, where
kb � 1:38� 10�23 j= kg is Boltzmann’s constant, T is the abso-
lute temperature of the information carrier, and C� 3:0�
108 m=s is the speed of light in a vacuum. Therefore, if the car-
rier of information I is matter with a mass of 1 kilogram and its
energy does not dissipate, the upper bound of the information
volume that can be carried is always volumer Ið Þ ¼ 1=mbit ¼
C2=kbTlnð2Þ bits, where the measure r is in bits. When T is at a
normal temperature of 300 Ko, volumer Ið Þ is approximately
1037 bits. Because this formula is derived from principles of

Fig. 1. Illustration of the concept of atomic information.
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classic thermodynamics, it is applicable only to the equilibrium
state of classic digital memory and cannot be applied to the case
of quantum carriers such as electrons and photons.

For information with a quantum as its carrier, Formula (2)
provides the information volume that a single quantum carrier
can hold at a specific time. Due to the disjoint property of quan-
tum carriers, the additivity of the information volume shown in
Formula (1) can help us estimate the information volume that a
quantum carrier can hold.

Theorem 1: (The relationship of information, matter, energy,
and time). Assume that c is the carrier of restorable information
I ¼ o,Th, f ,c,Tm,gh i and that one part of c exists in the form of
matter and the other part exists in the form of radiation, with mass
m and energy Er, respectively. Assume further that E is the total
energy of c, measure r is the number of states of c over the
reflection time duration Tm, and t is the reflection duration of infor-
mation. Then, when t is sufficiently large, max volumer Ið Þ� �

¼
4Et=h¼ 4ðmC2 þErÞt=h (qubit). To express this formula in
a simpler way, we let I directly represent the upper bound of
its information volume. Then, a very concise formula can
be obtained:

I ¼ 4Et
h

¼ 4 mC2 þEr

� �
t

h
, t is sufficiently large (3)

where I has a unit of qubits, C is the speed of light and h is the
Planck constant.

Proof: The total energy of carrier c is E for restorable infor-
mation I ¼ o,Th, f ,c,Tm,gh i. This total energy remains constant
at any moment in the reflection duration Tm according to the
basic principle of the conservation of energy [17]. Without loss
of generality, we can assume that carrier c is composed of N
quanta and that each individual quantum has an average energy
DE; then, the number of quanta is N ¼ E=DE within the reflec-
tion duration Tm. We can also assume that c¼ [N

i¼1ci, where
each ciði¼ 1, , ,NÞ is a single quantum that serves as a carrier in
the reflection duration Tm. Let Ii denote the subinformation car-
ried by ci. Each Ii is a single quantum carrier’s information, and t
is the reflection duration between information I and subinforma-
tion Ii. From Equation (2), we have max volumer Iið Þ� �¼
4DEt=h when t is sufficiently large. Since we also have
I ¼ [N

i¼1Ii, each ci is a distinct quantum, this subinformation
does not overlap, and Ii is a combination of 4DEt=h½ � þ 1 pieces
of atomic information. By the additivity of measure r over mutu-
ally disjoint sets and Formula (2), we have the upper bound of
the volume of information I:

max volumer Ið Þ� �
¼
XN

i¼1

max volumer Iið Þ� ��
XE=DE

i¼1

4DEt=h

¼ 4Et=h qubitð Þ, t is sufficiently large

Furthermore, the total energy E of c is the sum of the energy
contained in its matter form and the energy in its radiation form.
According to the matter-energy conversion formula [26], [27],
the matter form has energy mC2, where C is the speed of light.
Then, E ¼ mC2 þEr. Thus, when t is sufficiently large, we have

max volumer Ið Þ� �
¼ 4ðmC2 þErÞt=h (qubit). The theorem

is proved.

D. Discussion

Since Formula (3) covers the basic measures of information,
matter, energy, and time with a simple and clear expression, we
call this the relationship formula of information, matter, energy,
and time. Imagine that we have an information carrier that can
be decomposed into pure quanta [17] and that the energy it pos-
sesses is equivalent to 1 kg of matter. By Formula (3), the upper
bound of the information volume carried over 1 second is
4C2=h�5.3853�1050 (qubit).

The universe is full of all kinds of information and is thought
to be a gigantic quantum computer. In recent decades, researchers
have explored the question of how much information the whole
universe may have possibly carried to date [28]. The formula for
the relationship between information and matter, energy, and
time from Theorem 1 and the basic principle of energy conserva-
tion enable us to answer this question quite easily.

Standard inflationary theory predicts that the universe is spa-
tially flat. Einstein’s general relativity theory determines that
such a universe has a total energy density equal to the critical
density qc ¼ 3H0

2=8pG [23], where H0 � 2:1� 10�18=s is the
current Hubble parameter and G� 6:7� 10�11 m3=kgs2 is the
gravitational constant, i.e., qc � 7:9� 10�27 kg=m3. Addition-
ally, the radius of the observable universe is approximately L¼
4:56� 1010 light years [29], from which the volume of the
whole universe can be estimated as V � ð4=3Þ p L3 � 3:35�
1080 m3. Therefore, the total mass of the universe can be esti-
mated as m¼ qcV � 2:6� 1054 kg. According to common
understanding, the age of the universe is approximately 13.7 bil-
lion years [30]; that is, the information reflection duration is t �
4:3� 1017 s. According to Formula (3), the upper bound of the

information volume carried by the universe to date is I ¼
4mC2t=h� 4� 2:6� 1054 � 3:0� 108ð Þ2 � 4:3� 1017=ð6:6 �
10–34Þ � 6:1� 10122 (qubit). This estimate is almost the same as
the number of logical operations of the universe given in [28]:
10123. According to OIT, any logical operation of the universe
must create a particular state, and these states must contain
objective information. Therefore, the number of logical opera-
tions of the universe at a particular time is the same as the num-
ber of states the universe has at that time. On the other hand, this
estimate is not the same as the 1090 bits of information capacity
of the universe estimated in [28]. This is because the informa-
tion capacity is defined through entropy [31], which differs
greatly from the definition of information volume in Theorem 1.
By comparison, we believe that it is more universally applicable
to define the information volume as “the measure of all states of
the carrier over the reflection time”. More importantly, Theorem 1
establishes the general relationships among the three major ele-
ments, namely, matter, energy, and information about the objec-
tive world, and time. For any information carrier, if the mass,
energy, and time are known, we can apply Formula (3) to obtain
the upper bound of the information volume.
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Theorem 1 has significant implications for the optimization
of power dissipation and design allocation in information sys-
tems. As depicted in Fig. 2, an information system typically
comprises five components: information collection, transmis-
sion, storage, processing, and action. The total information vol-
ume carried by the system is equal to the sum of the information
volume of each component, while the total power dissipation of
the information system is also equal to the sum of the power dis-
sipation of each component.

For an information system, let its sampling rate be C, the
internal communication bandwidth be T , the storage volume per
unit time be S, the operation speed of information processing be
P, the number of bits of operation be B, and the output rate be
O. Then, for any given duration t, the information volumes car-
ried by each part are Ct, Tt, St, PBt and Ot, respectively.
According to Theorem 1, we have

Ctþ Ttþ StþPBtþOt � 4Et=h (4)

where E is the total energy consumed by the information system
at time t and h is the Planck constant. The ratio factor of volume
to energy (RFVE) of the information system is defined as qtotal,
and qc ¼ Ch=ð4EÞ, qT ¼ Th=ð4EÞ, qP ¼ PBh=ð4EÞ, qS ¼
Sh=ð4EÞ and qO ¼ Oh=ð4EÞ are the five ratio factors of the vol-
ume to the energy of each part. These factors reflect the power
consumed by the corresponding system in carrying information,
which is an important index to be considered in system
implementation.

According to Formula (4), we can obtain

qtotal ¼ qc þ qT þ qS þ qP þ qO � 1 (5)

Equations (4) and (5) give the constraint conditions between
the volume of carrying information and the energy consumption
of the general information system and its components. Although
the formulas are derived from an information system with a
qubit as the volume unit, they can also be used for studying tra-
ditional information systems with a bit as the volume unit. We
studied the parameters related to the information volume and
power consumption of laptops, servers, clouds, supercomputers

and quantum computers and obtained the RFVEs, as shown
in Table I.

Table I shows that the RFVEs of various computing systems
at present are far less than the theoretical upper limit of 1.0, indi-
cating that the information system has a large amount of other
energy consumption in addition to carrying information and that
there is still much space for energy savings and consumption
reduction. The RFVE of a laptop is 2-3 orders of magnitude
lower than those of servers, clouds and supercomputers, and
there is a possibility of further energy savings. Because a super-
computer needs to provide intensive supercomputing power, its
RFVE is lower than that of the cloud by 1 order of magnitude.
Quantum computers do not involve internal communication or
storage units and are still in the stage of experimental explora-
tion. Their RFVE is far lower than that of traditional computing
systems, and reducing energy consumption is a key problem
that needs to be solved in the future.

IV. THE UNIFICATION OF CLASSICAL INFORMATION

PRINCIPLES BASED ON GENERAL INFORMATION MEASURES

The original intention of OIT was to enrich and improve general
measures of information and support the efficacy analysis and
research of information systems. Following the sextuple model of
information, eleven types of general information measures can be
concretely defined [12]. We demonstrate that for each measure, a
corresponding example can be found from classical or commonly
used information principles, which also shows that OIT can
accommodate many existing information science theories and
technical methods to form a unified theoretical framework.

A. The Volume of Information and Shannon Information
Entropy

Volume is the most commonly used information measure [32].
The volume of restorable information I ¼ o,Th, f , c,Tm,gh i can be

Fig. 2. Illustration of a general information system structure.

TABLE I
THE RATIO FACTORS OF VOLUME TO ENERGY (RFVE) OF SOME TYPICAL

COMPUTING SYSTEMS

Object Type Laptop Server Cloud Super-
Computer

Quantum
Computer

Sampling rate
(bit/s, qubit/s)

2:7� 109 6:0� 1010 8:0� 1010 5:0� 108 1:0� 106

Communication
bandwidth

(bit/s, qubit/s)

3:4� 1010 3:2� 1010 8:6� 1010 1:6� 1011 —

Storage volume per
unit time
(bit, qubit)

3:4� 1010 3:2� 1010 8:6� 1010 1:6� 1011 —

Number of
operations
(num/s)

3:0� 1010 4:5� 1013 5:3� 1015 1:4� 1017 1:0� 106

Operation bits
(bit, qubit)

64 64 64 64 20

Output rate
(bit/s, qubit/s)

2:7� 109 6:0� 1010 8:0� 1010 5:0� 108 1:0� 104

Total power
dissipation

(W)

65 526 51311 1212000 25000

Total
RFVE

5:1� 10�24 9:0� 10�22 1:1� 10�21 1:2� 10�22 1:4� 10�31
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defined as a measure of its reflection set; i.e., volumer Ið Þ ¼
r gðc,TmÞð Þ.

Corollary 2: (Minimum restorable volume of random event
information). Let X be an event taking possible values xi randomly
with a probability of X¼ xi equal to pi, i¼ 1, :::,n. Assume that
events X¼ xif g and X¼ xjf g are independent when i 6¼ j andPn

i¼1 pi ¼ 1, and information I ¼ o,Th, f , c,Tm,gh i represents the
code of X’s values transmitted over a communication channel. In
this case, I is called random event information. In this information
I, the noumenon o is a random event X, the occurrence duration
Th is the occurrence duration of event X, and the state set f o,Thð Þ
consists of values xi and i¼ 1, :::,n. The carrier c is the channel
for transmitting the value of X, the reflection duration Tm is the
time needed for channel c to transmit the value of X, and the reflec-
tion set g c,Tmð Þ is the set of specific codes for channel c to trans-
mit the value X. If measure r represents the number of bits of
g c,Tmð Þ, then the minimum volume for which I can be restored is
volumer Ið Þ ¼ �Pn

i¼1 pilog2pi.
Proof:As in [1], we assume that the semantics of communica-

tion are independent of engineering problems. Therefore, to mini-
mize the required channel bandwidth, the communication process
for transmitting the value of X does not need to directly transmit the
specific value of xi but only needs to use different binary codes to
represent the event that X takes the value of xi, i¼ 1, :::,n, and then
transmit the corresponding codes during the communication pro-
cess. That is, as long as an appropriate coding method for g c,Tmð Þ
is selected, the required channel bandwidth can be reduced.

We now prove the corollary using a proof by contradiction.
Assume, on the contrary, that there is also some encoding of
g c,Tmð Þ such that H0 ¼ r gðc,TmÞð Þ<�Pn

i¼1 pilog2pi ¼ H and
I remains as information that can be restored (i.e., the communi-
cation channel can transmit the source information completely),
where H is the information entropy of event X. Assume that the
bandwidth of channel c is W; then, we have W=H0 >W=H.
That is, channel c can completely transmit the source informa-
tion at a rate greater than W=H. This obviously contradicts the
conclusion of Theorem 9 of [1] that the channel transmission
rateW=H cannot be exceeded.

Therefore, there is no encoding method such that
r gðc,TmÞð Þ<�Pn

i¼1 pilog2pi while keeping I as restorable
information. Additionally, volumer Ið Þ ¼ �Pn

i¼1 pilog2pi is the
minimum information volume of I. The corollary is proved.

Corollary 1 shows that the information volume defined by
OIT can also express Shannon’s information entropy principle,
and the information volume defined on the basis of information
entropy is simply a special case of information volume. The def-
inition of information volume requires only that I be a one-to-
one surjective mapping from f o,Thð Þ to g c,Tmð Þ and that
g c,Tmð Þ be a measurable set with respect to measure r. Com-
pared with information entropy, this definition has many fewer
mathematical constraints, so it should have broader applications.

B. The Delay of the Information and Serial Information
Transmission Chain

Delay is also a commonly used information measure [33].
The delay of restorable information I ¼ o,Th, f ,c,Tm,gh i can be

defined as the difference between the supremum of its reflection
time and the supremum of its occurrence time; i.e.,
delay Ið Þ ¼ supTm � supTh.

According to the transitivity of information, we can let a set
Ii ¼ oi,Thi, fi,ci,Tmi,gih i i¼ 1,nj g�

be a set of restorable infor-
mation [12]. If, for any i< n, we obtain ci ¼ oiþ1,
Tmi ¼ Thðiþ1Þ,gi ¼ fiþ1, then Ii ¼ oi,Thi, fi, ci,Tmi,gih i i¼ 1,nj g�

is the serial information transmission chain between information
I1 and In, and there exist I

0
i ¼ o1,Th1, f1,ci,Tmi,gih i i¼ 1,nj g�

,
which are pieces of restorable information and have the same
restored state f1ðo1,Th1Þ.

Corollary 3: (Serial information transfer delay) Let
Ii ¼ oi,Thi, fi,ci,Tmi,gih i i¼ 1, , ,nj g�

be the serial information
transmission chain between information I1 and In. Then, I ¼
o1,Th1, f1,on,Tmn,gnh i is also a piece of restorable information,
and delay Ið Þ is the sum of the delays of all the information Ii.

Proof: For the serial information transmission chain
Ii ¼ oi,Thi, fi,ci,Tmi,gih i i¼ 1, , ,nj g�

, by its definition, for any
i< n, we have Tmi ¼ Thðiþ1Þ. Therefore, we havePn

i¼1 delayðIiÞ ¼
Pn

i¼1ðsupTmi � supThiÞ ¼ supTmn � supThnþPn�1
i¼1 ðsupTh iþ1ð Þ � supThiÞ ¼ supTmn � supTh1 ¼ delay Ið Þ. The

corollary is proved.

C. The Scope of Information and the Radar Equation

Scope is a measure often used for information systems [34].
The scope of restorable information I ¼ o,Th, f , c,Tm,gh i can be
defined as the measure of its noumena; i.e., scoper Ið Þ ¼ r oð Þ.

Corollary 4: (Extent of radar detection information). Let
restorable information I ¼ o,Th, f , c,Tm,gh i be the radar detec-
tion information, let noumena o be the object detected by the
radar, let the state occurrence time Th be the time when the radar
beam shines on the detected object, and let the state set f o,Thð Þ
be the state of the detected object itself and its motion. In this
case, carrier c is the radar; the reflection time Tm is the time
required for the radar to receive, process, store, and display the
echo signal and/or the data of the detected object; and the reflec-
tion set g c,Tmð Þ is the echo signal and/or data of the detected
object for the radar to receive, process, store, and display. In
addition, we define the measure r of the noumena o as its reflec-
tion area. According to the radar equation, when the radar trans-
mitting power, antenna gain, antenna effective aperture, and
minimum detectable signal are determined, the maximum detec-
tion range of the radar depends on the scoper Ið Þ of information I
and is proportional to its quartic root.

Proof: According to the definition of radar detection infor-
mation I ¼ o,Th, f , c,Tm,gh i, noumenon o is the object detected
by radar, and the scoper Ið Þ of I is the reflection area r of o. In
the radar equation R4

max ¼ PtGtAer=ð4pÞ2Smin [2], Rmax is the
maximum detection range of the radar, Pt is the radar transmit-
ting power, Gt is the radar antenna gain, Ae is the effective aper-
ture of the radar antenna, Smin is the minimum detectable signal
of the radar, and r is the reflection area of the detected object.
When the important parameters Pt, Gt, Ae, and Smin of the radar
itself are determined, the maximum detection range of the radar
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is determined entirely by r and is proportional to the fourth root
of the scope of information I. The corollary is proved.

D. The Granularity of Information and the Rayleigh Criterion
for Optical Imaging

Granularity is also a measure often used for information
systems [35]. The granularity of restorable information I ¼
o,Th, f ,c,Tm,gh i can be defined as the average of all noumenon
measures of its atomic information; i.e., granularityr Ið Þ ¼Ð
Krðo�Þdl=lðKÞ, where o�ð� 2 KÞ is a noumenon of the atomic
information, K is the index set, and l is the measure ofK.

Corollary 5: (Resolution of optical imaging information). Let
the restorable information I ¼ o,Th, f , c,Tm,gh i be the optical
imaging information, the noumenon o be the object to be photo-
graphed or filmed, the state occurrence time Th be the time when
the shutter is opened or the camera acquires the video, and the
state set f o,Thð Þ be the state of the photographed object itself
and its motion. In this case, carrier c is an image or video in the
camera; the reflection time Tm is the time required by the camera
to shoot, process, store, and display the image of the target
object; and the reflection set g c,Tmð Þ is the image or video of the
target object. Here, we define the measure r of noumenon o as
the minimum distinguishable angle at the time when the target
object is photographed; then, the resolution of the optical imag-
ing information I, i.e., granularityr Ið Þ, is proportional to the
wavelength of light and inversely proportional to the width of the
photosensitive unit.

Proof: For an object o to be shot, each frame in the optical
imaging information I ¼ o,Th, f ,c,Tm,gh i contains a large num-
ber of pixel points, and each pixel point is a local image of o that
cannot be subdivided. Thus, the pixel represents the atomic infor-
mation I� ¼ o�,Th�, f�,c�,Tm�,g�h i, where � 2 K and K is the
index set. By definition, the granularityr Ið Þ of information I is
the average of the measure r o�ð Þ of the noumena o� of all the
atomic information I�. The principle of optical imaging indicates
that r o�ð Þ is the same for all � 2 K, and according to the Ray-
leigh criterion [36], r o�ð Þ ¼ l=a, where l is the wavelength of
light and a is the width of the photosensitive unit. Thus, the
granularityr Ið Þ ¼ r o�ð Þ (for any � 2 K) of information I is pro-
portional to the wavelength of light and inversely proportional to
the width of the photosensitive unit. The corollary is proved.

E. Invariance Principle of Restorable Information Variety

The type of information contained is a frequently used mea-
sure for information systems [37], and it can be expressed in
terms of variety. The variety of restorable information I ¼
o,Th, f ,c,Tm,gh i can be defined as the number of equivalence

classes on its set of states; i.e., varietyR Ið Þ ¼ ½ f o,Thð Þ�R , where
R is an equivalence relation on the set of states f o,Thð Þ.

Corollary 6: (Invariance of restorable information variety).
For restorable information I ¼ o,Th, f ,c,Tm,gh i, let R be the
equivalence relation on the state set f o,Thð Þ; the set of equiva-
lence classes of the elements in f o,Thð Þ relative to R is
½f o,Thð Þ�R. Then, there must exist an equivalence relation Q on
the reflection set g c,Tmð Þ such that set ½g c,Tmð Þ�Q, the set of

equivalence classes of the elements in g c,Tmð Þ relative to Q, and
set ½f o,Thð Þ�R form a one-to-one surjective relation with informa-
tion I so that the cardinalities of the two equivalence classes are

equal. This is expressed as vrietyR Ið Þ ¼ ½f o,Thð Þ�R ¼ ½g c,Tmð Þ�Q :
Proof: It is easy to prove that the equivalence relation Q on

reflection set g c,Tmð Þ can be established according to the equiva-
lence relation R on the state set f o,Thð Þ. For any two pieces of
subinformation of I, I� ¼ o�,Th�, f�, c�,Tm�,g�h i and Il ¼
ol,Thl, fl,cl,Tml,glh i, if f� o�,Th�ð ÞRfl ol,Thlð Þ, there must be
g� c�,Tm�ð ÞQglðcl,TmlÞ. Thus, there is also an equivalence
class ½g c,Tmð Þ�Q on g c,Tmð Þ. Note that the equivalence relation
Q is entirely established based on the mapping relation of infor-
mation I. Thus, the one-to-one surjective relation between the
two equivalence classes ½f o,Thð Þ�R and ½g c,Tmð Þ�Q can also be
established entirely based on information I. Hence, we have

½ f o,Thð Þ�R ¼ ½g c,Tmð Þ�Q . The corollary is proved.

F. Average Duration of Continuous Monitoring Information

The duration of information is an important measure for some
systems [38]. The duration of restorable information I ¼
o,Th, f ,c,Tm,gh i can be defined as the difference between
the supremum and infimum of Th; i.e., duration Ið Þ ¼
supTh � infTh.

Corollary 7: (Average duration of continuous monitoring
information). The average duration of continuous monitoring infor-
mation is equal to the MTBF of the information collection device.

Proof: Let restorable information I ¼ o,Th, f ,c,Tm,gh i be
continuous monitoring information, where the noumena o can be
considered the monitored object, the state occurrence time Th
can be considered the time period when o is in the monitored
state, the state set f ðo,ThÞ can be considered the state when o is
in the monitored time period, and carrier c can be considered the
information collection device. In addition, the reflection time Tm
can be considered the working period of c, and the reflection set
gðc,TmÞ can be considered the information collected and pre-
sented by c. A continuous monitoring information system is gen-
erally required to maintain continuous and uninterrupted
monitoring of the target object; i.e., its duration is often equal to
the working period of the information collection equipment.
Thus, we have duration Ið Þ ¼ supTh � infTh ¼ supTm � infTm.

However, any piece of equipment may fail; therefore, it is
necessary to specify the mean time between failures (MTBF)
[39] of systems in engineering practice, which indicates the
duration of the normal operation of the system without failure
over the entire life cycle. In continuous monitoring systems,
since the MTBF of information acquisition equipment c is the
average of all the supTm � infTm values in the full life cycle, the
average of the continuous monitoring information duration Ið Þ is
the same. The corollary is proved.

G. Sampling Rate of Information and Nyquist’s Sampling
Theorem

The sampling rate of information is also an important mea-
sure for some systems [40]. The sampling rate of restorable
information I ¼ o,Th, f , c,Tm,gh i can be defined as the ratio of
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the number of interruptions of its occurrence to the length of the
same occurrence; i.e., sampling rate Ið Þ ¼ K=jUj, where
U ¼ [�2KU�, U� 	 infTh, supTh½ � and Th \U� ¼ ;, and K is
an index set.

Corollary 8: (Minimum restorable sampling rate of periodic
information). For restorable information I ¼ o,Th, f ,c,Tm,gh i, if
f o,Thð Þ is a set of values, and there exists a minimum value T
such that, for 8x�o, t, tþ T�Th, f ðx, tÞ¼ f ðx, tþ TÞ. Moreover,
let fU�g�2K be a family of pairwise disjoint connected sets such
that for 8� 2 K, all have U� 	 infTh, supTh½ �,Th \U� ¼ ;, and
the Lebesgue measures of all U� are equal. Then, I is referred to
as the periodic information, and the lowest restorable
sampling rate of information I is equal to 1=ð2TÞ:

Proof: For periodic information I ¼ o,Th, f , c,Tm,gh i,
infTh 6¼ supTh. Here, f x, tð Þ ¼ f ðx, tþ TÞ for 8x�o, t, tþ T�Th,
and T is the smallest value satisfying this condition. Thus, for
8x 2 o, f ðx, tÞ has no frequency greater than 1=T relative to time
t. According to Nyquist’s sampling theorem [3], f ðx, tÞ is
completely determined relative to time t by a series of values that
are no farther than T=2 apart. In the definition of information I,
fU�g�2K is a series of sampling intervals with equal measures,

and the cardinal number K is the number of sampling intervals.
Therefore, the Lebesgue measure jUj¼ U�j jK of U ¼ [�2KU�

holds for 8� 2 K, and the sampling_rate of information
I sampling_rate Ið Þ ¼ K= Uj j ¼ K= U�j jK ¼ 1= U�j j holds for
8� 2 K.

Note that U�j j � T=2 holds for 8� 2 K if and only if
sampling_rate Ið Þ � 1=ð2TÞ. Thus, for 8x 2 o, the values of
f ðx, tÞ are completely determined, and I has a definite restored
state. The corollary is proved.

H. Invariance Principle of the Aggregation Degree of
Restorable Information

The degree of information aggregation is a widely used mea-
sure [41]. The aggregation of restorable information I ¼
o,Th, f ,c,Tm,gh i can be defined as the ratio of the number of
relations between all elements in the state set f o,Thð Þ to the

number in the set f o,Thð Þ; i.e., aggregation Ið Þ ¼R=f o,Thð Þ,
where R is the set of relations between all elements in the state
set f o,Thð Þ.

Corollary 9: (Invariance of the aggregation degree of restor-
able information). For restorable information I ¼ o,Th,h
f , c,Tm,gi, let the cardinality of the state set f o,Thð Þ be

f o,Thð Þ 6¼ 0, and let R be the set of all relations between the ele-
ments of f o,Thð Þ. Then, for the reflection set gðc,TmÞ, whose
cardinality is gðc,TmÞ ¼ f o,Thð Þ, there exists a set of relationsQ
on it with cardinality Q ¼ R. Thus, we have aggregation Ið Þ ¼
R=f o,Thð Þ ¼Q=gðc,TmÞ.

Proof: Here, I ¼ o,Th, f ,c,Tm,gh i is restorable informa-
tion; thus, there is a surjective mapping from the state set
f o,Thð Þ to the reflection set gðc,TmÞ. Therefore, the cardinalities
of the two sets are necessarily equal; i.e., gðc,TmÞ ¼ f o,Thð Þ. In
addition, we can define the set of relations Q ¼ QRjR 2Rf g on
gðc,TmÞ such that, for any R 2 R, if o�,ol 2 o,Th�,Thl 2 Th,

f�, fl 2 f and f� o�,Th�ð ÞRflðol,ThlÞ, then I f� o�,Th�ð Þð Þ,
I flðol,ThlÞ
� � 2 gðc,TmÞ, and we define f� o�,Th�ð ÞQRflðol,
ThlÞ such that QR is a relation on g c,Tmð Þ. The set Q ¼
QRjR 2Rf g has a one-to-one surjective relationship with the set

R; thus, the cardinalities are exactly equal, i.e., Q ¼ R. From

this result, we obtain aggregation Ið Þ ¼ R=f o,Thð Þ ¼Q=

gðc,TmÞ. The corollary is proved.

I. Scope and Coverage of Information and Metcalfe’s Law

User reach coverage is an important measure of some infor-
mation systems [42], and it is also a typical consideration in
information coverage. The coverage of restorable information
I ¼ o,Th, f ,c,Tm,gh i can be defined as the integral of all the
measures of the carriers of its copies and itself; i.e.,
coverager Ið Þ ¼ Ð

Krðc�Þdl, where I� ¼ o�, Th� , f� , c�, Tm� ,hf
g�ig�2K is a set containing I and all its copies, K is an index
set, l is a measure on index set K, and r is a measure on mea-
surable set c.

Corollary 10: (The value of a network system is equal to the
product of the maximum scope and the maximum coverage of
the information it carries). For restorable information I ¼
o,Th, f ,c,Tm,gh i, if its carrier c is a network system comprising
finite nodes, its value is equal to the product of the maximum
possible values of the scope and coverage of I.

Proof: Given that carrier c of restorable information I ¼
o,Th, f ,c,Tm,gh i is a network system comprising a finite number
of nodes, if the number of nodes in c is n, according to Met-
calfe’s law [4], the value of the network system c is equal to the
square of the number of nodes n2. In addition, we can consider I
as the information from all nodes in a network; thus, the noume-
non o is the network system c, and its measure r is the number
of nodes. In this case, the maximum scope of information I is
scoper Ið Þ ¼ n. The measure of carrier c is also the number of
nodes, and the maximum value of the coverage of information I
is coverager Ið Þ ¼ n. Therefore, the value of this network system
is equal to the product of the maximum possible values of the
scope and coverage of information I. The corollary is proved.

J. Distortion of Information and the Kalman Filtering
Principle

The distortion of information is an important measure of error
and plays an important role in the development of information
systems [43]. The distortion of restorable information I ¼
o,Th, f ,c,Tm,gh i can be defined as the distance between its
reflected state and its restored state in distance space; i.e.,

distortionJðIÞ ¼ dð f ,~f Þ, where ~f ~o, ~Th
� �

is its reflected state.
Corollary 11: (Minimum distortion estimation method for

discrete linear stochastic systems). Let I ¼ o,Th, f ,c,Tm,gh i be
the state information of a discrete linear stochastic system whose
motion and measure are both affected by Gaussian white noise.
Then, the minimum distortion estimation of I can be obtained
based on the reflection J of the Kalman filter [5].

Proof: For the state information I ¼ o,Th, f ,c,Tm,gh i of a
discrete linear stochastic system in which the motion and mea-
sure are both affected by Gaussian white noise, the noumenon o
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is the system itself; the set of occurrence times Th is a series of
time sequences with equal intervals, which can be written as
1;2, , ,k; the state set f o,Thð Þ can be written as x kð Þ,
k ¼ 1;2, � � �; and x kð Þ ¼ Ax k� 1ð Þ þBU kð Þ þWðkÞ holds.
Here, x kð Þ is the system state at time k, and U kð Þ is the system
input at time k. A and B are system parameters, which are matri-
ces for a multimodel system;WðkÞ is the motion noise of the sys-
tem; and Q is its covariance.

In this case, carrier c is a measuring system, and the reflection
time set Tm is the same as the occurrence time set Th (denoted
1;2, � � � k, � � �). The reflection set gðc,TmÞ is a series of measured
values on Tm, which is denoted by z kð Þ, k ¼ 1;2, :::, and z kð Þ ¼
Hx kð Þ þVðkÞ holds, where z kð Þ is the measured value at time k.
In addition, H is the measuring system parameter, and for a
multiple-measurement system, H is a matrix, VðkÞ is the mea-
suring noise at time k, and R is its covariance. Let J consist of
the following five formulas:

x kjk� 1ð Þ ¼ Ax k� 1jk� 1ð Þ þBU kð Þ,
where x kjk� 1ð Þ is the result predicted by the previous state,
x k� 1jk� 1ð Þ is the optimal result of the previous state, and
U kð Þ is the current system input state;

P kjk� 1ð Þ ¼ AP kjk� 1ð ÞAT þQ,

where P kjk� 1ð Þ is the covariance corresponding to x kjk� 1ð Þ,
P k� 1jk� 1ð Þ is the covariance corresponding to x k� 1jk� 1ð Þ,
AT is the transpose of matrix A, and Q is the covariance of the
motion of the system;

x kjkð Þ ¼ x kjk� 1ð Þ þG kð Þðz kð Þ �Hx kjk� 1ð ÞÞ
where G kð Þ is the Kalman gain; and

G kð Þ ¼ P kjk� 1ð ÞHT=ðHP kjk� 1ð ÞHT þRÞ

P kjkð Þ ¼ ðI�G kð ÞHÞP kjk� 1ð Þ
where I is the identity matrix. Then, it is obvious that J can
be inferred recursively to be the surjective mapping from z kð Þ
to x kð Þ, i.e., from gðc,TmÞ to f o,Thð Þ. Thus, J is a reflection
of I. Consequently, according to the Kalman filtering principle
[5], x kjkð Þ is the optimal estimation of x kð Þ; i.e., the minimum
distortion estimation of I can be obtained based on the reflec-
tion J of the Kalman filter. The corollary is proved.

K. Mismatch of Information and Average Lookup Length of
a Search Algorithm

The mismatch of information is a key measure of many sys-
tems, especially artificial intelligence (AI) systems [44]. The
mismatch of restorable information I ¼ o,Th, f , c,Tm,gh i can be
defined as the distance between itself and the target information
in distance space; i.e., mismatchI0 Ið Þ ¼ d I, I0ð Þ, where I0 is the
target information.

Corollary 12: (Average search length of minimum mismatch
information for search algorithms). Let the target information
I0¼ho0,Th0, f0,c0,Tm0,g0i and set Ii¼hoi,Thi, fi,ci,Tmi,giiji¼f
1, , ,ng be restorable information. Here, o0 and oi, Th0 and Thi, f0
and fi, c0 and ci, Tm0 and Tmi, and g0 and gi are elements of sets

Po,PTh ,Pf ,Pc,PTm , and Pg, respectively, and I0 and Iiði¼
1, , ,nÞ are elements of the distance space ðPo,PTh ,Pf ,Pc,

�

PTm ,PgÞ,di. Let 1� m� n so that the following holds.

mismatchI0 Imð Þ< mismatchI0 Iið Þ, 1� i� n and i 6¼ m

Then, the ASL from Iiji¼ 1, , ,nf g to Im is related to both the
mismatch mismatchI0 Imð Þ and the search algorithm.

Proof: With the increasingly abundant information content
available on the internet and the increasing number of informa-
tion query tools in use, a large number of complex information
queries have arisen. Note that users have requirements for the
noumena, occurrence time, state of information, carrier, reflec-
tion time, and mode of information. However, it is difficult to
clearly describe all these requirements. Thus, target information
that completely matches the users’ requirements is difficult to
find. Advanced retrieval and intelligent recommendation systems
often analyze and estimate the target information I0 that satisfies
a user’s needs for a given application scenario, and such systems
search and calculate information Im with the minimum degree of
mismatch mismatchI0 Iið Þði¼ 1, , ,nÞ from the limited infor-
mation set Iiji¼ 1, , ,nf g, which is ultimately pushed to the
end users.

According to the ASL principle [45], the definition of ASL is
given as ASL¼Pn

i¼1 pici, where pi is the probability of finding
information Ii. Generally, we assume that the probability of find-
ing each piece of information is the same, i.e., pi ¼ 1=n. Here, ci
is the number of comparisons required to find the information Ii.
Then, the following two situations must be considered.

The first situation is mismatchI0 Imð Þ ¼ 0. Here, if the sequen-
tial search method is used, the mismatch degree mismatchI0 Iið Þ
is calculated incrementally from information I1 until Im is found.
Thus, we obtain ASL¼Pn

i¼1 pici ¼ 1=nð ÞPn
i¼1 i¼ ðnþ 1Þ=2.

If the bisection search method is adopted, the middle serial
number information is always used as the root to divide the left
and right subtrees, and each subtree is used as the root of the mid-
dle serial number information; division proceeds in a progressive
manner until the subtrees cannot be divided any further. For each
subtree, information Ii is searched from the root, and the
mismatch mismatchI0 Iið Þ is calculated until Im is found. Thus,
we obtain ASL¼Pn

i¼1 pici ¼ 1=nð ÞPn
i¼1 2

i�1i¼ ð nþ 1Þ=nð Þ
log2 nþ 1ð Þ � 1. Here, h¼ log2 nþ 1ð Þ is the height of the n
information discrimination trees.

The second situation is mismatchI0 Imð Þ 6¼ 0. In this case, the
ASL is always n because we must compare the mismatch degree
mismatchI0 Iið Þði¼ 1, , ,nÞ of all the information and select the
minimum mismatch degree to obtain Im. When n is very large,
the number of search computations is also very large due to the
ASL. Thus, an appropriate threshold can be set, and the search
is completed when the mismatch degree mismatchI0 Iið Þ is less
than or equal to the threshold. The corollary is proved.

V. APPLICATION EXPERIMENTS FOR THE GENERAL

INFORMATION MEASURES

The preceding section demonstrates that the general informa-
tion measures based on the sextuple model can integrate many
classical and widely used principles in information science into
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a unified theoretical framework. This system provides a solid
foundation for the research and analysis of large-scale complex
information systems from a more comprehensive and systematic
perspective by leveraging numerous existing scientific achieve-
ments. Indeed, any information system can be regarded as an
input–output system that interacts with the external environ-
ment, as illustrated in Fig. 3. The information system receives
input information from the external environment and simulta-
neously outputs information to it. The performance of the sys-
tem is entirely dependent on the indicators of the output
information. Researchers often study and analyze various forms
of information systems based on different indicators, resulting
in a general lack of comparability between systems, even for dif-
ferent stages of development within the same system. The
eleven general measures based on the sextuple model can effec-
tively address this important issue. In Fig. 3, all the output infor-
mation from the information system can be measured by the
eleven types of measures. All the measures can be used to evalu-
ate the complete output information, and certain measures of
some subinformation can be assessed based on diverse applica-
tion requirements. Subsequently, we can apply corresponding
scientific principles and methods to enhance system perfor-
mance according to the evaluation results. This highlights the
essential role of general measures in satisfying the research and
analysis needs of complex information systems while achieving
the complete unification of universality and flexibility.

Using scientific language, we conducted a test and analysis of
the output performance of three well-known question-answering
and retrieval systems, ChatGPT, Baidu, and Bing, on world pop-
ulation information. We used annual population data from
March 2023 obtained from the worldometers.info website as the
benchmark. A total of 194 countries and regions were sampled
for a period of 13 years (1995, 2000, 2005, 2010, 2015, 2016,
2017, 2018, 2019, 2020, 2021, 2022, and 2023). For ChatGPT,
we directly assessed the content of its answer, while for Baidu

and Bing, we evaluated their push data results or the information
from the first web page. Here, Delay refers to the delay of the
latest population information contained in the tested system rela-
tive to 2023, Scope refers to the ratio of the number of countries
and regions covered by the tested system with population infor-
mation to the total number of countries and regions in the world,
Granularity refers to the smallest regional level at which the
population information contained in the tested system can be
refined, Variety refers to the number of population information
types contained in the tested system, Duration measures the
coverage time of the population information contained in the
system under test, Sampling_rate measures the update fre-
quency of the population information of the tested system,
Aggregationmeasures the correlation degree of the output infor-
mation of the tested system that can be tested, Distortion meas-
ures the deviation between the output data of the tested system
and the reference data, and Mismatch measures the deviation
between the output information of the system under test and the
expectation of the tester. The Volume and Coverage, which are
difficult to obtain from the user side, were not used as indicators
for this test. The results of this test show that the information
measures can be used to evaluate and guide the development of
information systems effectively.

As the baseline data of worldometers.info cover the period
from 1950 to 2020, the data for the tested system beyond 2020
were excluded from the calculation of the Distortion and Mis-
match measures. Additionally, due to historical events such as
wars and the division and merging of countries, the statistical
standards for some national population data are inconsistent,
resulting in substantial differences in the data. To ensure accu-
racy, such national data, including from Serbia, the Congo, Eri-
trea, and Micronesia, among others, were excluded from the
calculation of the Distortion and Mismatch measures. A total of
188 countries and regions were included in the comprehensive
measure assessment.

Table II shows that both ChatGPT and Baidu could output
the latest population information in 2023, resulting in a Delay of
0. In contrast, Bing’s latest information output only reaches
2022, giving it a Delay of one year. ChatGPT and Baidu can
export information from all countries and regions, while Bing
can only export information from less than 0.5% of countries
and regions. Additionally, ChatGPT and Baidu’s information
can be refined to the street level, while Bing’s information can
be refined only to the city level. ChatGPT can output the most
comprehensive set of 9 types of information, whereas Baidu and
Bing can only output 8 types of information. Both ChatGPT and
Baidu can output 123 years of information since 1900, whereas
Bing can only output 66 years of information from 1956 to
2022. The Sampling_rate for all three systems is once a year.
The output of ChatGPT has a relevance score of 2/9, while the
outputs of Baidu and Bing have no relevance. Baidu’s output
information has the lowest Distortion, followed by Bing, and
ChatGPT has the highest Distortion. Conversely, ChatGPT’s
output information has the lowest Mismatch, while Baidu and
Bing have much higher Mismatch values. The overall test
results indicate that although ChatGPT has several indicators
comparable to those of Baidu and Bing for world population

Fig. 3. Illustration of the general evaluation indices for the output of informa-
tion systems.
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information, its Variety and Aggregation measures are better
than those of the latter two systems. Despite the fact that
ChatGPT’s output information has the largest error, it meets
users’ needs significantly better than the other two information
systems. This is why ChatGPT is widely regarded as having
great potential.

VI. CONCLUSION

We can now answer the three key questions raised at the
beginning:

First, four concise postulates about information are estab-
lished in this paper according to the general perception of infor-
mation by the public, and a unified model and the mathematical
definition of information are derived using the axiomatic
method. On this basis, general information measures, which
include eleven types of measures, can be defined.

Second, the formula for the relationship between information
and mass, energy, and time in closed systems is derived by uti-
lizing the volume, which is the most commonly used informa-
tion measure. The information volume that the universe may
have carried thus far and the ratio of information volume to
power consumption for several typical computing systems are
analyzed using this formula. The results indicate that, from the
perspective of carrying information, existing information sys-
tems have significant potential to conserve energy.

Third, through the eleven corollaries, it is demonstrated that
each type of measure can express a classical or commonly used
information science and technology principle through the pro-
posed general information measures. This implies that a unified
theoretical system of information science can be constructed by
integrating many classical information principles.

By utilizing the proposed general information measures, we
conduct a comprehensive evaluation of the output information
from the three widely recognized information systems. The per-
formance features and limitations of each system are analyzed,
and the directions for optimization of each system are identified.
These results align with the conventional understanding of these
systems, indicating that the general information measures pre-
sented in this study can aid in the design and assessment of
diverse information systems, thereby meeting the pressing
demands of large-scale information system engineering.

Further research could explore the properties and relation-
ships among the components of the sextuple model with respect
to other attributes and measures of information. Additionally, by
comparing and testing its compatibility with other existing prin-
ciples and algorithms of information science, we can facilitate
the construction of a more complete and applicable theoretical
system of information science and more comprehensive infor-
mation system dynamics (ISD). This would provide a more
robust theoretical foundation for the development and applica-
tion of information technology.
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