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Abstract—Deep Neural Network (DNN) INFerence-as-a-Service (INFaaS) is the dominating workload in current data centers,

for which FPGAs become promising hardware platforms because of their high flexibility and energy efficiency. The dynamic and
multi-tenancy nature of INFaaS requires careful design in three aspects: multi-tenant architecture, multi-DNN scheduling, and
multi-core mapping. These three factors are critical to the system latency and energy efficiency but are also challenging to optimize
since they are tightly coupled and correlated. This paper proposes H3M, an automatic Design Space Exploration (DSE) framework to
jointly optimize the architecture, scheduling, and mapping for serving INFaasS on cloud FPGAs. H3M explores: (1) the architecture
design space with Heterogeneous spatial Multi-tenant sub-accelerators, (2) layer-wise scheduling for Heterogeneous Multi-DNN
workloads, and (3) single-layer mapping to the Homogeneous Multi-core architecture. H3M beats state-of-the-art multi-tenant DNN
accelerators, Planaria and Herald, by up to 7.5x and 3.6 x in Energy-Delay-Product (EDP) reduction on the ASIC platform. On the
Xilinx U200 and U280 FPGA platforms, H3M offers 2.1-5.7x and 1.8-9.0x EDP reduction over Herald.

Index Terms—Multi-tenancy, deep neural network, multi-core, accelerator, FPGA

1 INTRODUCTION

LOUD-BACKED INFerence-as-a-Service (INFaaS) [1] cur-
Crently dominates Artificial Intelligence (AI) workloads in
data centers. As computing demands of INFaaS continue to
grow, data center designers tend to build increasingly larger
monolithic DNN accelerators with the multi-node scaled-out
capability, such as Google TPUv3 [2] and Microsoft Brain-
wave [3]. However, simply increasing the number of nodes to
accommodate the computing demands is neither scalable nor
cost-effective. Recently, there is a clear trend toward enabling
multi-tenancy on the single-node accelerator. First, running
more DNN services on a single server (or node) reduces com-
munication costs and improves throughput, which benefits the
satisfiability of Service Level Agreement (SLA) [4]. Second,
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cloud service DNN applications usually involve concurrent
execution of heterogeneous DNN models [5], such as AR/
VR [6] workloads, natural language processing (NLP) [7], and
recommendation system [8]. FPGAs offer fine-grained parallel-
ism and reconfiguration flexibility, making them a promising
hardware platform for serving dynamic and heterogeneous
multi-DNN workloads for INFaaS. To take full advantage of
FPGAs, we need to carefully co-design the architecture, schedul-
ing, and mapping of multi-tenant DNN accelerators.

As listed in Table 1, recent studies at the architecture level
focus on temporal sharing of a single monolithic accelerator [4],
[9], spatial sharing of homogeneous multi-core accelerators
(HMCAs) [10], [11], and heterogeneous dataflow accelerators
(HDAs) [5]. An HMCA consists of multiple identical cores that
can communicate with each other via Networks-on-Chip
(NoC). Each core is able to run a DNN model independently or
share the same workload with other cores. Therefore, HMCA
provides the dynamic fission flexibility that can quickly adapt
to dynamic load changes [10], While HDA offers a unique opti-
mization dimension, which stems from the diverse preferences
of different layers for dataflow [5] (e.g., weight-stationary
(NVDLA) [12], output-stationary (ShiDianNao) [13], and row-
stationary (Eyeriss) [14]).

This paper explores a novel spatial multi-tenant architec-
ture that incorporates the benefits of both HDAs and HMCAs.
On the one hand, the dataflow flexibility of HDAs better
accommodates the model heterogeneity [5]: Fig. 1 shows that
the GNMT model [16] achieves the best Energy-Delay-Prod-
uct (EDP) on NVDLA-style accelerators [12] using weight-sta-
tionary dataflow, and the VGG16 model [17] demonstrates the
best EDP on ShiDianNao-style accelerators [13] using output-
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TABLE 1
The Comparison of Cloud-Backed DNN Accelerators in Terms of Architecture, Scheduler, and Design Space

Cloud-Backed

Homogeneous Heterogeneous Multi-Tenancy Multi-DNN Bandwidth

Design Space

DNN Accelerator ~ Multi-Core Dataflow Support Scheduler  Scheduler Co-Exploration
TPUV3 [2] v X NA NA Fixed NA

CloudDNN [15] X X NA NA Fixed Arch. & Mapping
AI-MT [9] X X Temporal heuristics Fixed NA

PREMA [4] X X Temporal heuristics Fixed NA

Zeng et al [10] 4 X Spatial NA Fixed NA

Planaria [11] v X Spatial heuristics Fixed NA

Herald [5] X v Spatial heuristics Fixed Arch. & Scheduling

H3M (This Work) v v Spatial Optimization Dynamic Arch. & Scheduling & Mapping

stationary dataflow. On the other hand, The dynamic nature
of INFaaS determines that the Query-Per-Second (QPS) and
SLA requirements are different for each task (tenant) and
change over time. HMCAs allow for running multiple DNN
inference tasks concurrently, each allocated with an appropri-
ate number of cores to meet its demand. Such task-level
dynamic reconfigurability improves resource utilization and
reduces costs while meeting the QPS and SLA requirements.

We also need to carefully consider the core-level granular-
ity of HMCAs since there is a trade-off among flexibility,
resources, and energy. For example, Fig. 2 illustrates that the
logical resources and power consumption of Xilinx Deep
learning Processing Units (DPUs) cores [18], which are spe-
cially optimized for Xilinx FPGAs. It shows that DPU cores
with different computing capabilities do not maintain a
strictly linear relationship with the number of PEs (.e.,
DSPs). Besides, an 8-core HMCA (B512) consumes nearly 4 x
more logic resources and 3x more power than a monolithic
Xilinx DPU (B4096) under the same number of PEs on the
FPGA platform [19]. It is because each small core in the
HMCA requires some additional hardware components
(e.g., instruction and data controller, switches, and wires).

At the scheduling level, multi-DNN schedule decides the exe-
cution order and resource allocation for layers from different
DNN models. Recent multi-DNN schedulers (listed in Table 1)
use heuristics-based algorithms, such as Shortest-Job-First (SJF)
and greedy-based methods [4], [5], [11], which heavily rely on
pre-designed stationary architectures. Such heuristic-based
methods lead to sub-optimal schedule and cannot fit the rap-
idly evolving hardware platforms (especially FPGAs) in the
cloud. Besides, prior studies assume a fixed bandwidth (BW)
allocation at runtime, which is because the bandwidth allocation
of their multi-tenant architectures cannot dynamically adjust
after design time. Neglecting the optimization space for
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Fig. 1. Comparison of EDP among the three dataflow-style architectures
on the GNMT and VGG 16 model.

dynamic bandwidth allocation at runtime will lead to wasteful
and over-competition for bandwidth resources, thus deteriorat-
ing the efficiency and performance [20], [21].

At the mapping level, we need to decide how a DNN layer is
mapped to the HDAs (i.e., dataflow mapping in terms of loop
reordering and loop tiling [22]) or HMCAs (i.e., multi-core
mapping of batch, activation, weight, or partial sum paralleliza-
tion [23]). Since HDAs already contain the mapping informa-
tion of the specific dataflow (that we optimize at the architecture
level), we focus on the selection of the multi-core parallelization
scheme for HMCAs. Prior work co-explore the architecture and
mapping of monolithic DNN accelerators for single-DNN work-
loads on FPGAs, since they are highly correlated with each
other [15], [24]. However, the introduction of multi-DNN
scheduler makes the correlation between architecture, scheduling
and mapping more complex, which has not been explored yet.
A tuple of the perfectly matched three will improve the
resource utilization and maximize energy efficiency.

In this paper, we propose H3M, an architecture, scheduling
and mapping co-Design Space Exploration (DSE) framework,
which fully exploits (1) the architecutre design space with Het-
erogeneous spatial Multi-tenant sub-accelerators, (2) layer-wise
scheduling for a given Heterogeneous Multi-DNN workload on
the spatial multi-tenant accelerator, and (3) single-layer map-
ping onto the Homogeneous Multi-core architecture.

In Section 3, we formulate design space exploration as a
constrained optimization problem, and present a three-level
encoding for hardware architecture, scheduling, and map-
ping. We solve the optimization problem with Covariance-
Matrix Adaptation Evolution Strategy (CMA-ES) [25]. The
workflow is discussed in Section 4. Section 5 presents an opti-
mized HDA implementation on FPGA with dynamic
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Fig. 2. Resource and power consumption of the eight Xilinx DPUs with
different computing abilities [19].
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Fig. 3. (a) Spatial Multi-tenant hardware architecture. (b) Multi-DNN compiler mapping and scheduler. (c) Heterogeneous workloads and FPGA

systems.

bandwidth control and isolation for security and perfor-
mance. We empirically evaluate the jointly optimized system
on both ASIC and FPGA platforms in Section 6.

The contributions of this paper are:

e We propose a novel spatial multi-tenant architecture
that employs the heterogeneous dataflow and homo-
geneous multi-core architecture at the same time.

e We formulate the multi-DNN scheduling as an opti-
mization problem with dynamic bandwidth alloca-
tion considered, by introducing HyperConnect [21]
into spatial multi-tenant DNN accelerators.

e We propose an architecture, scheduling, and map-
ping co-exploration framework, H3M, which has a
novel encoding format and leverages the CMA-ES
algorithm on improving sample efficiency.

e Extensive experiments show that H3M rivals Pla-
naria and Herald by 3.0-7.5x and 1.8-3.6x EDP
reduction on the ASIC platform. H3M offers 2.1-5.7x
EDP improvement over Herald on the Xilinx U200
FPGA, and 1.8-9.0x on the U280 FPGA.

2 BACKGROUND AND RELATED WORK

2.1 Spatial Multi-Tenant Architecture

As shown in Fig. 3a, a HDA consists of multiple HMCAs with
different dataflow and parallelism. We refer each core inside
HMCAs as a sub-accelerator. Each sub-accelerator in the spatial
multi-tenant architecture is a monolithic DNN accelerator, which
is comprised of a Global Scratchpad Memory (GSM) and an
array of Processing Elements (PEs) that interconnect with each
other in a specific dataflow manner. Each PE contains a Multi-
ply-and-Accumulate (MAC) unit for computation and a Local
Scratchpad Memory (LSM) to store activations, weights, and
partial sums. For the computation over a tile of a DNN layer,
each sub-accelerator first fetches the activations and weights
from the off-chip memory (DRAM or HBM) to the GSM in a
ping-pong manner, then distributes the data over the PEs for the
computation, and finally writes the results back to the GSM.

All sub-accelerators in the spatial multi-tenant accelera-
tor share the off-chip BW through an interconnection mod-
ule. It is worth pointing out that current commercialized
interconnection modules (e.g., AXI interconnect IP on Xilinx
FPGAs) lack mechanisms for reserving a fixed portion of
off-chip BW to a single sub-accelerator at design time and
also do not support dynamic reconfiguration at runtime. For

computing a DNN layer, if the off-chip BW is insufficient
for the ping-pong buffer to hide the data loading latency,
the computation pipeline will stall, leading to inefficiency.

As listed in Table 1, there are several studies aiming at
multi-tenancy. AI-MT [9] optimized the systolic array by
considering different resource-usage features inside layers
with scheduling methods. Zeng et al. [10] proposed a multi-
core DNN architecture to achieve performance isolation,
together with a low-overhead runtime reconfiguration com-
piler. Planaria [11] proposed a systolic array based architec-
ture that could dynamically fission into multiple small
pods. Herald [5] employed heterogeneous dataflow archi-
tectures for serving multi-DNN workloads.

2.2 Multi-DNN Schedule and Mapping

Multi-DNN schedule decides the execution order and
resource allocation of multiple DNN models on multi-tenant
accelerators, where a layer is the basic scheduling instance
(we refer to each layer as a job in this paper). The job execu-
tion order is determined based on priorities for the temporal
sharing of a monolithic accelerator [4]. Fig. 3b bottom shows
a two-model layer schedule on two sub-accelerators. For spa-
tial multi-tenant accelerators, it is also necessary to consider
the resources allocation for each job (e.g., specific HMCA and
the number of sub-accelerators in the HMCA). For instance,
PREMA [4] proposed a multi-DNN scheduling algorithm for
the temporal multi-tenant and preemptive DNN accelerator.
Planaria [11] developed an SLA-oriented scheduling algo-
rithm for the spatial multi-tenant DNN accelerator.

When a job is assigned to multiple sub-accelerators, differ-
ent mapping schemes of multi-core parallelization (e.g., the
parallelism among the batch, activation, weight, and partial
sum) provide another optimization dimension which is
orthogonal to heterogeneous dataflow [11], [23]. For example,
Tetris [26] employed a hybrid partition scheme for multi-core
accelerators with 3D-stacked DRAM. Tangram [23] co-
explored the intra-layer parallelization and inter-layer pipe-
line for 2D multi-core accelerators. NN-Baton [27] proposed
a spatial partition and temporal loop transformation scheme
for chiplet-based accelerators. Once the multi-core parallel-
ism scheme is decided, a DNN layer will be partitioned into
multiple sub-layers, each of which will run on a sub-accelera-
tor. As shown in Fig. 3b top, a layer is tiled in input dimen-
sion by four, and in weight dimension by two. Thus, the layer
is spatially mapped to eight sub-accelerators, and temporally
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mapped along the channel dimension. Mapping each sub-
layer onto the sub-accelerator has been well studied by con-
ventional DNN compilers [24], [28], where the loop order
and loop tiling sizes are optimized based on the dataflow of
the sub-accelerator [22], which is not the focus of this paper.

2.3 Heterogeneous DNN Workloads and Systems
INFaaS workloads in the cloud mainly include three types
of application scenarios: image/video recognition, Natural
Language Processing (NLP), and recommendation system.
The vision applications are dominated by CNN models [17],
[29], which contain many convolution layers (CONV) as the
backbone and several fully-connected layers (FC) at the
end. The NLP and recommendation systems are dominated
by RNN [16], [30] and transformer [31] models, where
Multi-Layer Perceptron (MLP) and attention layers are the
major components. The diverse operations and shapes of
CNN, RNN, and transformer models construct heteroge-
neous multi-DNN INFaaS workloads.

FPGAs are showing great potential for serving INFaaS
workloads in data centers due to their dynamic programma-
bility feature, enabling the spatial multi-tenant architecture to
evolve with the dynamic and heterogeneous multi-DNN
workloads. Moreover, FPGA systems deployed in the cloud
also have heterogeneous characteristics, i.e., different FPGAs
have diverse hardware resource constraints (e.g., LUTs,
BRAMSs, and DSPs) and various main memories (e.g.,, DRAM
and HBM), as shown in Fig. 3c. In this paper, we validate
H3M on heterogeneous FPGA systems.

3 PROBLEM FORMULATION

3.1 Notations

Multi-DNN Workloads. A = {ay,as, ...,a;} is a set of I DNN
inference applications from multiple tenants, where each
DNN inference application is a 3-tuple a; = (DNN;, QPS;
(t),SLA;), 1 <i < I. DNN; is the target DNN model (e.g.,
ResNet50), QFS;(t) is the query load (i.e., the batch size)
which changes dynamically over time (e.g., 100fps at ¢; and
50fps at t), and SLA,; is the latency constraint from the ten-
ant (e.g., 200ms for each inference).

Heterogeneous and Homogeneous Sub-Accelerators. H =
{h1,ha,...,hn} is a set of N HMCAs with a total of M data-
flow styles. We denote dataflow styles as D = {d;,ds, ...,
dyr}, where N > M. Each sub-accelerator is defined as a 3-
tuple: h,, = (d,, Core,, PE,), where d,, € D denotes the data-
flow style, Core,, is the number of sub-accelerators, and PE,
is the number of PEs per sub-accelerator.

Heterogeneous FPGA Systems. F = { f1, fa, ..., fs} is a set of
S FPGA chips in the serving systems. Each FPGA chip is a 3-
tuple f; = (ResTotal,, BW, freqs), where ResTotal denotes
the total hardware resources of LUTs (logic), BRAMSs (on-
chip memory), and DSPs (hard-core MACs). BW, represents
the available off-chip memory bandwidth, and freg; denotes
the running frequency. Under the resource constraints of a
specific FPGA f,, a spatial multi-tenant DNN accelerator
(i.e., a set of N HMCAs) is defined as: H = {(d,, Core,,
PE,)|>" Res(d,, Core,, PE,) < ResTotal;,1 <n < N}.

Multi-DNN Scheduling. Multi-DNN scheduling on the
spatial multi-tenant accelerator consists of two major compo-
nents. First, scheduling function foene : foche(job,t) = (0,1),
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which decides whether the job executes or not at time ¢. The
scheduling function f;.,. takes a job queue as input and out-
puts the execution order among multiple jobs. Second, allo-
cation function fy, : fue(job,t) = (8, Core), where § € H
denotes the assignment of heterogeneous sub-accelerators
and Core represents the allocated number of cores. Optimiz-
ing the multi-DNN scheduling with dynamic workloads is a
NP-hard problem [32]. Therefore, many previous resource
scheduling studies [4], [11] transform the dynamic-workload
scheduling into a static scheduling problem, where the cen-
tral controller (e.g., CPU) packs incoming tasks (i.e., DNN
models) over a period of time into batches of jobs (i.e., DNN
layers), and a static scheduler processes the batches in an
First-Come-First-Serve (FCFS) manner.

Multi-Core Mapping. To explore the mapping of each job,
we focus on three types of multi-core parallelization
schemes [23]: pixel parallelism along the width or height
dimension of activations (denoted as PP), weight parallel-
ism along the output feature maps (denoted as OCP), and
partial sum parallelism along the input channel dimension
of activations and weights (denoted as ICP). We refer to
PP x ICP x OCP as the number of cores for spatial map-
ping the DNN layer over the pixel, weight, and partial sum
parallelism, as shown in Fig. 3b.

3.2 Optimization Objectives and Constraints

We choose the widely used optimization objective, Energy-
Delay Product (EDP), to find the optimal multi-tenant archi-
tecture, scheduling, and mapping for a given multi-DNN
workload on the target platform, as formulated below:

EDP = ( Z Eh,n> '(Latencynzake(epa,n,)ﬂ7 (1)

1<n<N

where « and g are the weighting factors to control the trade-
off between latency and energy consumption. And Ej, is
the energy consumption of heterogeneous sub-accelerator
h, running all the jobs assigned to it. As for inference
latency, we use the makespan latency, i.e., the duration from
the beginning of the first job to the end of the last job, as the
metric to evaluate the performance of a schedule candidate
for a batch of jobs, as shown below:

Latencymak’espun = max (Ell ; jjhza ceey ThN)’ (2)

where T}, is the runtime latency of heterogeneous sub-
accelerator h,, to run all the assigned jobs. The objective is to
achieve the optimal workload balancing among all the sub-
accelerators while minimizing the tail latency (i.e., 95th per-
centile of the completion time, and makespan latency is the
strictest case with 100th percentile).

There are two constraints on the architecture, scheduling,
and mapping co-exploration problem. First, the hardware
configuration candidate H of the spatial multi-tenant accel-
erator cannot exceed the resource constraints of the target
FPGA platform f;, as described below:

Z Res(d,, Core,, PE,) < ResTotal 3)

1<n<N

Second, multiple sub-accelerators sharing the off-chip BW
cannot exceed the system BW. If the total BW required by the
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concurrent jobs exceeds the BW constraint, they will compete
for the off-chip BW resources and interfere with each other.
Thus, the total BW usage should not exceed the constraint
BW, of the target FPGA f; at any time ¢, as shown below:

> BW <BW. @

1<n<N

3.3 Search Space

As shown in Fig. 4, the search space consists of:(1) the archi-
tecture design space of the accelerators () when deployed
to heterogeneous FPGA systems (F) under the given multi-
DNN workload (A4); (2) the schedule design space of the
execution order with scheduling function (fs..) and the off-
chip bandwidth allocation for parallel jobs; (3) the mapping
design space of sub-accelerator selection with allocation
function (f,,) and choosing the proper combination of spa-
tial/temporal mapping for input feature pixel (P), input
channel (C), and kernel weights (K) dimensions.

We use an illustrative example to demonstrate the size of
the search space. Table 4 shows the resource constraints of
Xilinx U280 FPGAs. Based on the resource utilization of the
smallest Xilinx DPU accelerator B512 [18], we can calculate
the number of DPU cores to be at most 46. Assuming we
have 4 kinds of DPU cores with different dataflow styles,
the hardware candidates are at least Ciy,, - (46)" =102
within the number of DSPs (i.e., PEs) and DPU cores. We
assume that the maximum batch size of arriving jobs is 100,
and the possible scheduling combinations are (100)! =
10'57. For each layer mapping onto the HMCA, the possible
combinations of multi-core parallelism parameters are
(46)* = 10*. Combining the three design spaces, H3M'’s
search space size is 102071574100 = §(10°7"), while there are
only 10'® hardware candidates in Herald’s search space. We
employ the bio-inspired genetic evolutionary algorithms to
find the optimal design point with high sample effi-
ciency [25], [33] in the massive search space.

4 H3M Co-EXPLORATION FRAMEWORK

4.1 Framework Overview

Fig. 5 shows the optimization loop of the H3M framework.
We discuss the optimization process in steps.

Sample Search Space. The optimizer generates samples
from the search space. Each sample is a set of three encoding
vectors representing a full solution: hardware parameters,
mapping scheme, layer schedule, and bandwidth allocation.

Decode. The decoder translates the encoding vectors to
solutions. Specifically, it first decodes the hardware encod-
ing vector to get sub-accelerator dataflow choices, core
numbers, and PE numbers. Then, based on the decoded
hardware information, the decoder translates the mapping
encoding vector and the scheduling vector to mapping
schemes and priority scores for every layer of all input
DNN tasks. A mapping scheme specifies how a layer (job)
is executed in parallel on multiple cores: whether it is spa-
tially or temporally mapped in pixel, input channel, and
output channel dimensions. It also specifies the spatial map-
ping factor of each dimension. The priority scores determine
the layer schedule on a sub-accelerator and the bandwidth
allocation across different cores.

Schedule. From the mapping scheme information, we
know the number of cores each layer is assigned to. How-
ever, it does not specify which cores to use. The jobs are first
scheduled in a queue on each HMCA. The scheduler orders
the jobs in the queue according to their priority scores and
layer dependency. Then, it allocates specific cores to the job
in an FCFS manner. For jobs running in parallel, the sched-
uler allocates their share of off-chip bandwidth according to
their normalized priority scores.

Hardware
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Fig. 5. H3M co-exploration workflow.
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Hardware Encoding Vector
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* Normalize
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Fig. 6. Hardware and mapping encoding vectors with decode examples. (a) Hardware Encoding Vector. (b) Mapping Encoding Vector.

Simulate. After the schedule and bandwidth allocation
are determined, the simulator runs the jobs with the given
configuration, and outputs the total latency and energy con-
sumption to calculate EDP.

4.2 Optimization Algorithm

We use CMA-ES [25] to sample the search space and optimize
the objective function. CMA-ES is a derivative-free second-
order method that estimates a positive-definite covariance
matrix, which makes it effective for ill-conditioned and non-
smooth problems [33]. CMA-ES is also proven to be reliable
and competitive for global optimizations [25]. We choose
CMA-ES over heuristic-based methods because of its effec-
tiveness in exploring large design space. The problem formu-
lation and encoding design are general and not limited to this
optimization method. CMA-ES models solutions as n-dimen-
sional Gaussian variables. At each evolutionary step, it gener-
ates new samples with mean p and covariance matrix C,.
After evaluation, the parameters are updated with feedback
from the objective function.

4.3 The Three-Tier Encoding Format

Hardware Encoding Vector. The hardware encoding vector is
an array of 2M floating-point numbers, M is the total
choices of sub-accelerator dataflow. Each pair of floating-
point numbers encodes the hardware resource share and PE
number for one choice of sub-accelerator dataflow.

Mapping Encoding Vector. The mapping encoding vector
is an array of 5L floating-point numbers, with L being the
total number of layers. The five fields for each layer are: P,
C, K mapping scores, dataflow choice, and the core number
factor. A mapping score higher than one indicates spatial
mapping in that dimension, otherwise indicating temporal
mapping. The dataflow choice determines which HMCA
the layer maps to. The number of the core factor is capped
between 0 and 1, and it indicates how many cores in the
chosen HMCA the current layer maps to.

Scheduling Encoding Vector. The scheduling encoding vec-
tor is an array of L floating-point numbers. Each value in
the vector is the priority score of the corresponding layer.
Layers with higher priority scores are likely to execute ear-
lier in the queue, and be assigned more bandwidth.

4.4 Decoder
We describe how to decode the encoding vectors in steps.

Decode Sub-Accelerator Hardware Configuration. We assume
that a single FPGA chip hosts N HMCAs with N dataflow
styles. We first sort the M pairs of values in the hardware
encoding vector and take the first N pairs. As the first value in
the pair encodes hardware resource share, we normalize the
N dataflow score values and divide the hardware resources
(e.g., LUTs, FFs, BRAMSs, DSPs) according to the normalized
values. The second value in the pair encodes PE numbers.
Assume there are P predefined PE number choices. We fix
P — 1 thresholds, and assign PE numbers according to which
interval the PE number value falls into. Given hardware
resources and the number of PE in each core, we calculate the
number of cores in each HMCA. Fig. 6a is an example of a
hardware encoding vector with four dataflow choices. From
the four dataflows, we choose dataflow 1 and 3 because of
their higher scores, and normalize the scores to divide up the
available hardware resources. Given that PE score 0-0.5 maps
to 256 PEs in each core, and 0.5-1 maps to 512 PEs, we decode
the PE numbers of cores in each HMCA. Finally, we calculate
the core number in each HMCA. After the hardware encoding
vector is decoded, we know the two HMCAs have 8xB1024
cores with weight stationary dataflow and 10xB512 cores
with output stationary dataflow.

Decode Compiler Mapping. Each layer is associated with
five fields in the mapping encoding vector. First, we
decode the ”core type” field to know which HMCA the
layer maps to. For N HMCAs, we fix N —1 thresholds,
and decide the core type by the interval. Since hardware
information is decoded, we know the total core number
Core, of the chosen type. p, ¢, and k are the spatial map-
ping scores of input feature pixel (P), input channel (C),
and kernel weights (K) dimensions. We first bound the
scores by:

p = maz(p,1)
¢ =mazx(c,1)
k =maz(k,1). 5)

Dimensions with scores > 1 are spatially mapped, other-
wise temporally mapped. We decode the spatial mapping
factor for spatially mapped loops by:
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Fig. 7. Scheduling encoding vector.
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ICP = max(

k
OCP = max( usage X Core, X ———|, 1), (6)
L pxcxk|

where PP, ICP, and OCP are the spatial mapping factors of
feature, input channel, and output channel dimensions, 0 <
usage < 1 is the core usage score, denoted as #Core in
Fig. 6b. The total core number this layer maps to is PP x
ICP x OCP. For the example shown in Fig. 6b, P and C
dimensions are spatially mapped with factors 2 and 3,
dimension K is temporally mapped, and the total mapped
core number is 6. Sz (P) is the size function of loop P, there-
fore Sz (P)/2 is the tiling size of input feature pixel
dimension.

Decode Priority Score. The scheduling vector stores the pri-
ority scores for each vector. As shown in Fig. 7, decoding the
priority score is straightforward. We simply assign the val-
ues to corresponding layers to get the complete configura-
tion. The priority score will be compared and normalized
during layer scheduling and bandwidth allocation.

4.5 Evaluator
H3M allocates bandwidth for scheduled jobs, and evaluate
the latency and energy consumption with a simulator.

Layer Schedule and Dynamic Bandwidth Allocation. Since
layer schedule is part of the optimization, the schedule is
known and fixed at runtime. Therefore, H3M does not require
a dynamic scheduler as a hardware module or a piece of soft-
ware in the runtime. However, the off-chip bandwidth is
dynamically allocated based on the normalized priority score
of parallel jobs. We discuss the implementation of dynamic
bandwidth controller in Section 5.2.

Simulator. Each layer’s latency and energy consumption
is evaluated by MAESTRO [22] simulator. The MAESTRO
simulator supports diverse dataflow choices and allows
hardware customizations (PE number, scratchpad sizes,
NoC latency, bandwidth). The scheduler sets up the hard-
ware resource and bandwidth configuration for the simula-
tor, and calls the simulator to evaluate the latency and
energy.
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5 IMPLEMENTATION ON FPGAS

5.1 Spatial Multi-Tenant Architecture
5.1.1 Top-Level Architecture

Fig. 8a shows the top-level architecture of the spatial multi-
tenant accelerator on the Xilinx U200 FPGA having four
DDR memory channels. The implementation on Xilinx
U280 FPGA is similar, which has two DDR and two HBM.
The sub-accelerators and off-chip memory channels are
grouped together according to the total number of DDR
memory channels and available HBMs. The number of sub-
accelerators and dataflow choices within each group is
determined by the H3M DSE framework. The inter- and
intra-group data movement is managed by the Load/Save
data movement modules connected by a Network-on-Chip.
The dynamic bandwidth controller in each group manages
the data movement between sub-accelerators and off-chip
memory channels, while also providing multi-tenant perfor-
mance isolation and dynamic bandwidth allocation.

5.1.2 Load/Save Data Movement Module

The Load /Save data movement module has forwarding and
broadcast control for Load instructions and write control for
Save instructions to the local shared buffer or off-chip DDR
memory. Figs. 8b and 8c show the Load and Save data
movement module design, the data paths are separated for
clarity. It is responsible for: (1) reading data from the left
neighbor or off-chip memory to the local cores; (2) forward-
ing data from the off-chip memory or left neighbor to the
right neighbor; (3) writing data from local cores to the local
shared buffer or off-chip memory; (4) configuring the
dynamic bandwidth controller for runtime bandwidth allo-
cation; and (5) merging the identical read requests into one
and broadcast the fetched data. The Load/Save data move-
ment module has the following components:
Network-on-Chip (NoC) forwards the instructions and data
between groups. We leverage a directed and light-weight
NoC introduced by Hoplite [34]. As shown in Fig. 8b. As the
uni-directional NoC takes up much fewer hardware resour-
ces than the bi-directional NoC, its width can be designed to
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Fig. 9. DNN sub-accelerator architecture based on Xilinx DPU: (a) top level architecture, (b) convolution module architecture, and (c) PE architecture

with three different dataflow styles supported .

match the total width of the off-chip memory bandwidth,
thus minimizing the performance interference.

Instruction Decoder generates control signals for all of the
multiplexers and the dynamic bandwidth controller to man-
age broadcast, forwarding, and save directions. If identical
data is requested, the decoder initiates only one read
request to the dynamic bandwidth controller. Meanwhile, it
changes the off-chip bandwidth allocation from being dis-
tributed equally across multiple cores to having the full
bandwidth exclusively to one port for data broadcast.
Besides, the instruction decoder configures the dynamic
bandwidth controller based on the Init instructions of each
job, thus enabling runtime bandwidth reconfiguration.

Control Multiplexers are controlled by the Instruction
Decoder. In Fig. 8b, multiplexer B0 and F0 control data for-
warding. Multiplexer B0 to B(n — 1), where n denotes the
number of cores in each group, control broadcasting for-
warded data or local data. In Fig. 8c, multiplexer S0 controls
saving unpacked data from the neighbor group to the local
shared buffer or DDR. Multiplexer F'1 selects the intermedi-
ate data to be forwarded for multi-core parallelization (e.g.,
partial sum for input channel parallelism ICP).

Pack/Unpack Module.We pack data and instructions into
frames for inter-group communication. The unpack module
extracts the instruction for decoding, and the pack module
concatenates instructions with data to form a frame.

5.1.3 DNN Sub-Accelerator Architecture

In this paper, the basic templates of the DNN sub-accelerator
architecture are based on Xilinx DPUs [18]. Since a DPU is a
Xilinx proprietary functional block, we implement it from
Angel-Eye [35], which is a basic implementation of a Xilinx
DPU, and continuously optimize it to keep up with the per-
formance of Xilinx DPUs. As shown in Fig. 9a, the top-level
architecture of Xilinx DPUs contains five modules: Local
Instruction Decoder and Scheduler (LIDS), data loader mod-
ule (LOAD), data writer module (SAVE), convolution opera-
tor module (CONYV), and non-convolution operator module
(MISC). The LIDS is responsible for the decoding of instruc-
tions and the local scheduling of the other four modules,
which correspond to the four instructions.

Fig. 9b illustrates the architecture of CONV module,
where there are pp PE arrays, each with a parallelism of
Ppe = icp X ocp. The computation parallelism of one DPU
core (pgp,) can be calculated by:

Pipu =2 PP - Dpe =2 - spp - icp - ocp  (OPs/cycle), ()
where pp, icp, and ocp represent the pixel, input-channel,
and output-channel parallelism. Xilinx DPUs employ the
weight-stationary style dataflow for each PE array. More
specifically, there are ocp parallel PE channels, each with icp
PEs to perform MAC operations in parallel. To support dif-
ferent styles of dataflow, the PE array of DPUs is modified
to enable different dataflow styles (e.g., output-stationary
and row-stationary dataflow in Fig. 9c). By enabling hetero-
geneous dataflow on the PE array level, we implement
DPU-based accelerators with heterogeneous dataflow and
homogeneous multi-core architecture.

5.2 Dynamic Bandwidth Controller Implementation
In this section, we introduce the dynamic bandwidth con-
troller implemented based on AXI HyperConnect [21].

5.2.1 Bandwidth Reservation

Bandwidth reservation for each sub-accelerator is essential
to guarantee performance isolation for multi-tenant sharing.
For example, a memory-intensive DNN layer with low-pri-
ority running on a sub-accelerator can occupy the unlimited
BW and inject a lot of delay into the sub-accelerator running
a high-priority DNN layer with hard latency constraints.
We implement the bandwidth reservation mechanism by
limiting data transactions to a specific threshold number over a
periodic time window, which has been verified in [20]. The
threshold for each sub-accelerator can be configured by the
hypervisor, thus ensuring the predictable performance of
running jobs and avoiding performance interference due to
multi-tenant sharing on the off-chip memory bandwidth.

5.2.2 Security Isolation

For a generic FPGA virtualization solution [36] in the cloud,
users can either select the pre-designed DNN accelerators
provided by cloud vendors, or upload their own designed
DNN accelerators into the partial reconfigurable regions of
the FPGA. Since these closed-source DNN accelerators are
black-box for cloud vendors, it is crucial to ensure security
isolation among different DNN accelerators for multi-tenant
sharing. Current commercialized AXI interconnection mod-
ules (e.g., Xilinx AXI interconnect) use round-robin arbitra-
tion to solve the conflicts among multiple accelerators.
However, it can lead to serious unfair bandwidth allocation
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Fig. 10. Dynamic bandwidth controller architecture.

under the case with heterogeneous burst sizes [37]. This
reveals a serious security issue where a malicious user could
bring down the entire FPGA system by uploading the accel-
erator bitstream with a particularly large burst size as the
"pandwidth stealer’. To tackle this issue, we employ the
technique proposed in [37], which works by equalizing the
burst size of each sub-accelerator to a uniform size. Combining
the mechanisms of limiting the number of transactions and
the data size in a predictable manner, we can safely ensure
both the performance and security isolation on FPGAs.

5.2.3 Runtime Reconfigurability

As discussed in Section 2.1, current commercialized AXI
interconnection modules are not able to change their config-
uration during runtime. We enable the runtime reconfigur-
ability by exposing an AXI interface for the hypervisor to
configure internal registers at runtime. More specifically, the
proposed dynamic bandwidth controller has three major
configurable parameters. The first is the threshold & to limit
the number of AXI transactions for the bandwidth alloca-
tion of each sub-accelerator. The second is the uniform burst
size b for fair bandwidth allocation and security isolation.
As discovered in [37], a smaller b allows for a fairer band-
width allocation, but introduces some more latency over-
head for the overall transactions, thus an empirical value of
b as 16-word is taken to meet the best trade-off. The third is
the period T, which has impacts on the total bandwidth uti-
lization rate depending on the specific workload [20]. The
hypervisor can dynamically adjust the period T to gradu-
ally achieve the optimal bandwidth utilization at runtime.

5.2.4 Architecture Overview

Fig. 10 shows the architecture overview of the dynamic
bandwidth controller based on AXI HyperConnect [21],
where the bus equalizer is proposed as the key module to
incorporate with the conventional AXI interconnection
module. For the first functionality, the bus equalizer realizes
bandwidth reservation by limiting the number of outstand-
ing transactions based on the threshold . The bus equalizer
has a separate internal counter for each sub-accelerator.
Once the number of transactions set by the threshold # is
reached, the Central Control Unit (CCU) will suspend fur-
ther transaction requests of the corresponding sub-accelera-
tor. For the second one, the bus equalizer deals with
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TABLE 2
Multi-DNN Workloads With Vision, NLP, and Mixed Applications
Workload DNN Models
Vision ResNet50 [29], MobileNetV2 [39],
GoogleNet [40], VGG16 [17]
NLP GNMT [16], ncf [41],
Transformer (12 layers) [31]
Mixed ResNet50 [29], MobileNetV2 [39],

GNMT [16], Transformer (12 layers) [31]

The listed CNN and RNN models are extracted from MLPerf [38].

heterogeneous burst sizes with the help of splitters and
mergers. When the burst size is larger than the pre-defined
uniform burst size b, the splitter will divide the read and
write transaction requests into multiple sub-transactions,
and the merger will merge the corresponding responses.
For the third functionality, an AXI slave control interface is
exposed to the hypervisor as a standard memory-mapped
device. The hypervisor can read /write internal registers for
configuring parameters and monitoring stats at runtime.

6 EVALUATIONS

6.1 Evaluation Setups

Multi-DNN Workloads. We consider three different work-
loads: vision, NLP, and a mix of both. The DNN models
consist of CNN, RNN, and transformer models, mainly
extracted from the multi-stream inference workload of
MLPerf [38]. As listed in Table 2, we construct each work-
load with four different DNN models. For the Transformer
model [31], we limit the number of layers to be 12 (i.e., two
self-attention layers) for a more balanced workload. Besides,
we set the batch size to 1 for each DNN model.

Evaluated Platforms. We evaluate H3M on both ASIC and
FPGA platforms. The ASIC platform experiments aim at
providing comparative results with state-of-the-art spatial
multi-tenant accelerators, i.e., Planaria [11] and Herald [5].
We follow the settings in Herald for fair comparison, as
shown in Table 3. On the other hand, FPGA platforms offer
a realistic and deployable environment for evaluating the
proposed H3M framework on heterogeneous systems.
Table 4 shows the available hardware resources and off-
chip memory bandwidth of Xilinx Alveo U200 and U280
FPGAs. We employ the API remoting based virtualization
method for the PCle-based FPGA system [42].

Architecture Settings. As summarized in Tables 3 and 4,
we set the local memory to 512 KB for each sub-accelerator

TABLE 3
Settings for ASIC-Based Cloud Use Scenarios

PEs 16384

NoC BW 256 GB/s

Off-chip BW 256 GB/s

Global Memory 16 MB

Local Memory 512 KB

Frequency 1 GHz

Accelerator Xilinx B512/800/1024/B1152 and
Parallelism B1600/B2304/B3136/B4096 DPUs
Dataflow Output/Weight/Row-stationary
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TABLE 4

Resources and Settings for Xilinx FPGA Platforms
FPGA Type Alveo U200 Alveo U280
LUTs 1182K 1304K
FFs 1777K 2607K
DSPs 6840 9024
BRAMs 1602 2016
URAMs 800 960
Off-chip Memory 4 DDRs (64 GB) 2 DDRs, 1 HBM2 (40 GB)
Off-chip BW 77 GB/s 38+460=498 GB/s
NoC BW 77 GB/s 498 GB/s
Accelerator Xilinx B512/800/1024/B1152 and
Parallelism B1600/B2304/B3136/B4096 DPUs
Local Memory 512 KB
Global Memory 16 MB
Frequency 300 MHz
Dataflow Output/Weight/Row-stationary

Each BRAM block is 36 Kb, and each URAM block is 288 Kb.

and the global memory to 16 MB for a fair comparison. We
set the NoC BW to be consistent with the off-chip BW as dis-
cussed in Section 5.1.1. We assume a running frequency of 1
GHz on the ASIC platform and implement sub-accelerators
on the FPGA platform with a frequency of 300 MHz. As dis-
cussed in Section 4, we search the heterogeneous dataflow
styles, the homogeneous multi-core number, and the com-
putation parallelism (#PE) for each sub-accelerator. Specifi-
cally, we select three distinct dataflow styles for evaluation
(i.e., weight-stationary (NVDLA) [12], output-stationary
(ShiDianNao) [13], and row-stationary (Eyeriss) [14]). More-
over, we consider the Xilinx DPUs with eight different com-
putation parallelisms from 512 to 4096 [18]. For the
architecture baselines, we choose Planaria [11] as the homo-
geneous multi-core baseline, and Herald [5] as the heteroge-
neous dataflow baseline.

Scheduling Settings. As discussed in Section 3.1, we opti-
mize the scheduling problem in terms of execution order
and dynamic bandwidth allocation for a batch of jobs,
which are composed of DNN layers from different DNN
models. In the evaluation, the number of batched jobs is
equal to the total number of DNN layers in the multi-DNN
workload (i.e., vision, NLP, and mixed) as presented above.
For the scheduling baselines, we implement two heuristic
scheduling strategies, i.e., FCFS and SJF, which are widely
employed and have been verified to be effective [4], [11].
Both FCFS and SJF are greedy scheduler and do not support
dynamic bandwidth allocation at runtime.

Mapping Settings. We search the three multi-core parallel-
ism schemes, i.e., pixel, weight, and partial sum parallelism
(PP, ICP, and OCP), for spatial mapping the DNN layer
onto the spatial multi-tenant accelerator, as discussed in
Section 3.1. Also, we search the resource allocation in terms
of sub-accelerator selection and core assignment inside the
mapping encoding vector, as discussed in Section 4. For the
mapping baselines, we consider two widely used heteroge-
neous resource allocation methods, i.e., Minimum Execu-
tion Time (MET) and Opportunistic Load Balancing (OLB),
with a fixed multi-core parallelism scheme. Both MET and
OLB are greedy resource allocator, where MET assigns the
job to the fastest sub-accelerators, while OLB assigns the job
to the most available sub-accelerators.
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DSE Settings. As discussed in Section 4.2, we employ
CMA-ES [25] as the optimizer to explore the proposed
three-level design space. We implement the H3M frame-
work on the top of the PYCMA package [43] using Python.
We set the number of population for each iteration to be 20,
and we find 500 iterations are enough for H3M to find the
optimal solutions, which means a total of 10K sampling
design points to be evaluated. We run the experiments on
the server with two Intel Xeon 4208 CPUs running at 2.1
GHz. We set the « and S as 1 for a balanced EDP objective.

Cost Estimation. As discussed in Section 4.5, we use MAE-
STRO [22], which is also employed by Herald [5] and
reports only 3.9% error compared with RTL simulation, for
modeling latency and energy consumption of each sub-
accelerator running the target DNN layer on both ASIC and
FPGA platforms. As for FPGA platforms, we employ Xilinx
Vitis 2021.1 for synthesis and implementation, and the post-
synthesis hardware resource utilization reports of all types
of modified Xilinx DPUs are used as input to the cost model
of H3M. The real-time power consumption of FPGA-based
spatial multi-tenant DNN accelerators is collected using on-
chip power monitor, which can be accessed by the host
CPU through the PCle interface.

6.2 Evaluation Results
Comparison With Multi-Tenant DNN Accelerators. Fig. 11
shows the comparison results of H3M and the other two
multi-tenant DNN accelerator baselines (i.e., Planaria [11]
and Herald [5]). The evaluation results over the three work-
loads show the same trend on the three platforms, where
the homogeneous multi-core architecture of Planaria has
the worst EDP (except for the vision workload on the Xilinx
U280 FPGA), and heterogeneous dataflow architecture of
Herald has a better EDP compared with Planaria. Mean-
while, the proposed H3M framework can find the optimal
configuration of the multi-tenant DNN accelerator by com-
bining the both worlds of homogeneous multi-core and het-
erogeneous dataflow architecture, thus achieving the best
EDP for all the three workloads on both platforms.

Comparison With Baselines on ASIC. As shown in Fig. 11a,
the optimal configurations spotted by the proposed H3M
framework on the ASIC platform improve the EDP over the
Planaria and Herald by 3.0-7.5x and 1.8-3.6x, respectively.
The reasons are two-fold. On the one hand, Herald takes
full advantage of different dataflow styles, but it fails to
take advantage of the homogeneous multi-core architecture
for supporting multi-DNN workloads in a fine-grained
manner. The goal of H3M is to have both the model-level
dataflow flexibility of HDA and the task-level dynamic fis-
sion capabilities of HMCA at the architecture level. On the
other hand, the design space for scheduling and mapping
also has an important contribution to the EDP improve-
ment. Since both Planaria and Herald use heuristics based
mapping and scheduling methods, while H3M co-explores
the design space of mapping and scheduling together with
architectural parameters. We will further discuss the effec-
tiveness of the proposed scheduling and mapping optimiza-
tion methodology later.

Comparison With Baselines on FPGA. For evaluation on
FPGA platforms, we implement Planaria with the same
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Fig. 11. Comparison results of H3M and other multi-tenant DNN accelerator baselines (i.e., Planaria [11] and Herald [5]) over the three workloads on
the different hardware platforms: (a) ASIC, (b) Xilinx U200 FPGA, and (c) Xilinx U280 FPGA.

number of cores as the ASIC platform, which means the
architecture of 16-core B2304 and 16-core B4096 DPU sub-
accelerators with the same dataflow on the Xilinx U200 and
U280 FPGA, respectively. Also, we implement Herald with
5-core B4096 and 8-core B4096 DPU sub-accelerators for the
two dataflow styles (i.e., output and weight stationary) on
the Xilinx U200 and U280 FPGA, respectively. And we con-
strain multiple B4096 cores for each dataflow style in Herald
to perform only a single job at the same time, to stay consis-
tent with the way Herald is executed.

Fig. 11b illustrates that the EDP improvement of H3M
over the Planaria and Herald baselines ranging from 3.3-
12.3x and 2.1-5.7x on the Xilinx U200 FPGA, respectively.
Similar results of the EDP improvement on the Xilinx U280
FPGA, which are 2.1-4.4x for Planaria and 1.8-9.0x for Her-
ald, can also be observed in Fig. 11b. Compared to the ASIC
platform, we can find that the average EDP improvement is
greater for the FPGA platform. This is because we need to
search PE parameters (i.e., DSPs), but also need to consider
other hardware resources such as LUTs and BRAMs on the
FPGA platform, resulting in more room for optimization of
hardware architecture.

Comparison With Mapping and Scheduling Baselines. Since
the mapping and scheduling for multi-DNN workloads are
highly coupled with each other, we evaluate both together.
As discussed above, we compare the mapping and schedul-
ing optimization results of H3M with several heuristics
baselines, including scheduling baselines (i.e., FCFS and
SJF) and mapping baselines (i.e., MET and OLB). A com-
plete baseline is the combination of them. For instance,
FCFS-MET is a valid strategy, where FCFS is to schedule the

execution order of the batched jobs, and MET is to map the
job to the available sub-accelerators. Moreover, we fix the
hardware configurations to be consistent with Herald to
ensure a fair comparison.

Fig. 12 shows the comparison results of H3M and other
heuristics multi-DNN mapping and scheduling baselines
(i.e., SJF-OLB, FCFS-OLB, SJF-MET, and FCFS-MET) over
the three workloads on the ASIC and FPGA platforms. As
for the ASIC platform, H3M achieves an average of 1.5x,
3.8x%, and 4.6 x EDP improvement over the baselines on the
vision, NLP, and mixed workload, respectively. We can see
the same trend on FPGA platforms, but with better EDP
improvements. H3M outperforms the baselines by 1.9-2.9x%,
10.3-15.8 %, and 12.4-25.7x over the three workloads on the
Xilinx U200 and U280 FPGA platform. We can see from
Fig. 12 that the heuristics baselines have the worst perfor-
mance under the mixed workload, where the layers show
more heterogeneity. While H3M can find the optimal map-
ping and scheduling for heterogeneous multi-DNN work-
loads by collaboratively optimizing on the mapping and
scheduling design space for the spatial multi-tenant hard-
ware architecture. What's more, these baselines fail to take
advantage of the potential design space for dynamic band-
width allocation, leading to wasted and competing hard-
ware resources. In contrast, H3M can maximize bandwidth
utilization by finding optimal runtime bandwidth allocation
schemes through co-exploration.

Optimal Architecture Configuration. We list the optimal
architecture configurations spotted by H3M on the Xilinx
U200 and U280 FPGA in Tables 5 and 6, respectively. We
discover some interesting insights here. First, for the vision
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Fig. 12. Comparison results of H3M and other heuristics mapping and scheduling baselines (i.e., FCFS, SJF, MET, and OLB) over the three work-
loads on the different hardware platforms: (a) ASIC, (b) Xilinx U200, and (c) U280 FPGA.
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TABLE 5
Optimal Configuration and Resource Utilization of H3M Over the Three Workloads on the Xilinx U200 FPGA
Modules Optimal Configs LUTs FFs BRAMs URAMs DSPs
HyperConnect 12.1K 5.2K 0 0 0
Load/Save Module - 21.7K 51.2K 0 0 0
NoC 12.3K 16.5K 0 0 0
Vision ws:23*B512 + rs:15*B800 830.4K 1278.4K 968 323 3048
Cores NLP 0s:15*B800 + ws:8*B3136 629.9K 1195.3K 978 326 4682
Mixed ws:8*B3136 + rs:4*B4096 452.0K 1088.2K 875 292 5208
Total Utilization (Vision/NLP/Mixed) 74%/57%/42% | 76%/71%/65% | 60%/61%/55% | 40%/41%/37% | 45%/69%/76%
TABLE 6
Optimal Configuration and Resource Utilization of H3M Over the Three Workloads on the Xilinx U280 FPGA
Modules Optimal Configs LUTs FFs BRAMs URAMs DSPs
HyperConnect 15.6K 7.5K 0 0 0
Load/Save Module _ 24 8K 61.4K 0 0 0
NoC 50.1K 65.3K 0 0 0
Vision ws:16¥B1152 + rs:37*B800 1091.0K 2042.2K 1700 567 6110
Cores NLP 08:33*B512 + ws:10*B3136 1056.6K 1969.2K 1443 481 6118
Mixed 0s:12*B3136 + ws:8*B4096 760.9K 1831.9K 1479 493 8840
Total Utilization (Vision/NLP/Mixed) 91%/88%/65% | 84%/81%/75% | 84%/72%/73% | 59%/50%/51% | 68%/68%/98%

workload consisting of CNN models, H3M tends to use
more small cores (e.g., B512 and B800). Second, for the NLP
workload consisting of RNN and transformer models, H3M
tends to use a combination of large and small cores (e.g.,
B800 and b3136). Third, for the mixed workload consisting
of CNN, RNN, and transformer models, H3M tends to use a
smaller number of large cores (e.g., B3136 and B4096).

For the first case, the reason is that the computational
loads of CNN network layers are smaller compared to RNN
network layers, so the vision workload will prefer an all-
small-core configuration. For the second case, part of the
reason is that there is also some heterogeneity in the differ-
ent RNN models of the NLP workload. For instance, the
GNMT network layers are more than 10 times larger than
the ncf network layers. For the third case, which has the
most heterogeneity, H3M chooses a smaller number of large
cores rather than a combination of large and small cores.
Such a surprising result could be due to two reasons. On the
one hand, the excessive number of small cores leads to
higher power consumption, which indicates that H3M is
able to find a good trade-off between power and perfor-
mance to achieve the best EDP. On the other hand, H3M’s
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Fig. 13. Ablation study of H3M when searching over the three workloads
on the Xilinx U280 FPGA.

co-exploration of the three design spaces can exploit optimi-
zation spaces that are not available to the heuristic-based
multi-DNN scheduling and mapping baselines.

Resource Utilization on FPGAs. Tables 5 and 6 summarizes
the resource utilization of H3M over the three workloads on
the Xilinx U200 and U280 FPGA, respectively. The AXI
HyperConnect controller, Load/Save module, and NoC
consume a total of 3.9% and 6.9% logic resources on the
Xilinx U200 and U280 FPGA, respectively. To ensure the
feasibility of placing and routing on FPGAs, we set the logic
resource utilization threshold to 90%. It can be seen from
Table 5 that the hardware resources are not fully utilized.
This is because the optimization goal of H3M is EDP, and
using all the hardware resources achieves the best latency
but not the optimal EDP. This also proves again that H3M
can achieve the best trade-off between power and latency.

Ablation Study. We analyze how three design spaces
affect overall system performance with an ablation study.
From the evaluation results of the single-design-space cases
shown in Fig. 13, we observe that the scheduling design
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Fig. 14. (a) Sampling runtime of one iteration when searching over the
different number of layers of the GNMT model. (b) Sampling efficiency of
H3M and random search over the NLP workload on the Xilinx U280
FPGA.
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space has the greatest impact on the performance (5.3-8.7 x
difference from the all-design-space case), while the archi-
tecture design space has relatively the least impact (36.3-
52.0x). As for the cases where we choose two design
spaces to construct a combined design space, Fig. 13
illustrates that the combined design space of architecture
and scheduling has the greatest impact on the perfor-
mance with only 1.2-1.9x difference. This further demon-
strates that the design spaces of architecture, scheduling,
and mapping are highly coupled and correlated with
each other, reflecting the need for H3M to optimize all
the three collaboratively.

Sampling Efficiency. As discussed in Section 4.3, the length
of the hardware and mapping encoding vector is fixed,
while the length of the scheduling encoding vector equals
to the number of batched jobs (i.e., layers). Fig. 14a shows
the sampling runtime of H3M scales linearly with the num-
ber of layers for one iteration. When we fix the number of
batch jobs to 100, H3M takes 5.8-7.6s for one iteration, and
around one hour for a complete exploration with 100 itera-
tions. Fig. 14b demonstrates that H3M can quickly converge
to a near-optimal design point in the first 200 iterations,
while the EDP mean of random search remains high. It indi-
cates that H3M gradually improves the range of architec-
ture, scheduling, and mapping selection.

Trade-off Between Latency and Energy. We explore different
combinations of EDP objectives with («, 8) between (2,0)
(i.e., makespan latency only) and (0,2) (i.e., energy only)
with a step of 0.1. Fig. 15 illustrates that H3M controls
the trade-off between the makespan latency and energy,
where a larger @ and a smaller g result in a better make-
span latency at the cost of a higher energy consumption,
and vice verse. Moreover, we discover that the more bal-
anced EDP objectives (i.e., (o, B) is close to (1,1)) are
more likely to appear on the Pareto frontier. Thus, we
set the (a,8) to (1,1) as the default configuration for
H3M to ensure a Pareto-optimal and latency-energy bal-
anced result.

7 CONCLUSION

In this paper, we propose H3M, an architecture, scheduling,
and mapping co-exploration framework for FPGAs, which
provides the following takeaways. (1) The combination of the
heterogeneous dataflow and homogeneous multi-core architecture
offers superior performance over SOTA multi-tenant DNN
architectures. (2) Heuristics-based mapping and scheduling
algorithms cannot meet the performance demand required
by multi-DNN workloads. Instead, we need to formulate it
as an optimization problem with dynamic bandwidth allocation
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considered. (3) The design spaces of the architecture, schedul-
ing, and mapping are highly coupled and correlated with each
other, which demands for a co-exploration methodology. (4)
H3M rivals the SOTA multi-tenant DNN accelerator base-
lines, Planaria and Herald, by 3.0-7.5x and 1.8-3.6x EDP
reduction on the ASIC platform. H3M offers 2.1-5.7x EDP
improvement over Herald on the Xilinx U200 FPGA, and 1.8-
9.0x on the U280 FPGA.
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