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PAPER
Multi-Hop Distributed Clustering Algorithm Based on Link
Duration

Laiwei JIANG†a), Member, Zheng CHEN††b), and Hongyu YANG†c), Nonmembers

SUMMARY As a hierarchical network framework, clustering aims to
divide nodes with similar mobility characteristics into the same cluster to
form a more structured hierarchical network, which can effectively solve
the problem of high dynamics of the network topology caused by the high-
speed movement of nodes in aeronautical ad hoc networks. Based on this
goal, we propose a multi-hop distributed clustering algorithm based on
link duration. The algorithm is based on the idea of multi-hop clustering,
which ensures the coverage and stability of clustering. In the clustering
phase, the link duration is used to accurately measure the degree of stability
between nodes. At the same time, we also use the link duration threshold
to filter out relatively stable links and use the gravity factor to let nodes set
conditions for actively creating links based on neighbor distribution. When
selecting the cluster head, we select the most stable node as the cluster head
node based on the defined node stability weight. The node stability weight
comprehensively considers the connectivity degree of nodes and the link
duration between nodes. In order to verify the effectiveness of the proposed
method, we compare them with the N-hop and K-means algorithms from
four indicators: average cluster head duration, average cluster member
duration, number of cluster head changes, and average number of intra-
cluster link changes. Experiments show that the proposed method can
effectively improve the stability of the topology.
key words: link duration, distributed, multi-hop cluster, aeronautical ad
hoc network

1. Introduction

With the rapid development of the aviation industry, the
demand for aeronautical communication services is increas-
ing [1]. However, the satellite networks and air-to-ground
networks of current aeronautical communication solutions
have problems such as high cost, low coverage, limited ca-
pacity, and high transmission delay. Aeronautical ad-hoc
network (AANET) is a self-organizing network composed
of civil aviation aircraft as network nodes. It aims to en-
able data transmission by establishing an air-to-air (A2A)
link between network nodes [2]. In this process, the nodes
act as routers, and the data generated by the source node
is continuously routed through these A2A to the destination
node. At the same time, AANET can also transmit data to the
ground through direct nodes with ground stations or satel-
lites. AANET can enhancewireless communication applica-
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Fig. 1 Architecture diagram of aeronautical ad hoc network.

tions in aviation, such as aeronautical data transmission, air
traffic control, aircraft tracking, and in-flight entertainment
[3]. Compared with satellite networks and air-to-ground net-
works, AANET has the advantages of low cost, low latency,
and high coverage. The architecture diagram of AANET is
shown in Fig. 1.

However, the unstructured nature of AANET and the
hyperdynamic nature of aircraft make links between nodes
in AANET environments frequently disconnected, which
makes it difficult to maintain the sustainability of the net-
work topology [4]. Therefore, in this work, our task is to
improve the stability of the AANET network topology. In
recent years, in order to improve the stability of ad hoc
networks, a multi-hop clustered network framework is pro-
posed [5], [6]. The purpose of this network framework is to
cluster network nodes, so that nodes with similar mobility
characteristics are grouped into the same cluster to form a
more stable network structure [7]. Multi-hop network clus-
tering methods have been extensively studied in mobile ad
hoc network [8]–[10], vehicle ad hoc network [11]–[14] and
flying ad hoc network [15], [16]. Compared with single-
hop clusters, multi-hop clustering are more suitable for very
large AANET. The multi-hop clustering approach can sup-
port larger networks. In the single-hop clustering method,
network nodes need to communicate directly with the cluster
head node, so the number of nodes is limited. The multi-hop
clustering method allows nodes to forward through interme-
diate nodes, thereby expanding the size and capacity of the
network. The multi-hop clustering method has better re-
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Fig. 2 Sample of aircraft distribution in French airspace.

siliency and fault tolerance. When a node in the network
fails or goes offline, surrounding nodes can communicate
through other paths. The presence of such redundant paths
increases the stability and robustness of the network. The
multi-hop clustering method can extend the coverage of the
network. With multi-hop forwarding, signals can be trans-
mitted to nodes that are far away, improving the coverage and
accessibility of the network. Therefore, we hope to apply the
clustering framework in AANET to improve its topological
stability. Figure 2 shows a sample of aircraft distribution in
French airspace. In the figure, we marked and grouped some
of the aircraft. From this figure, we can see that these nodes
in the same group have closer distances and similar flight
directions.

Aiming at the problem of AANET clustering, a multi-
dimensional clustering method is proposed in [1], [3] to
cluster AANET nodes. Here, each clustering dimension is
one of the attributes of the aircraft, such as node location,
flight direction, flight speed, and so on. In [17], [18], the net-
work is clustered by using the location information of nodes.
They divide the network into domains by region to gener-
ate network clustering. However, they do not account for
mobility between nodes, so the topological stability within
the cluster is still not very good. In [19]–[21], the network
is clustered by considering the relative movement speed or
aggregate movement speed between nodes, aiming to effec-
tively improve the stability of the topology in the cluster by
reducing the relative movement speed between nodes in the
cluster. However, these methods do not take into account
the location of the node, which causes nodes at the edge of
the cluster to leave the cluster frequently. [22]–[24] uses ma-
chine learning algorithms for AANET clustering, which also
takes into account information such as the position, direc-
tion, heading and altitude of nodes. However, the limitation
of machine learning algorithms is the need to fetch the prop-
erties of all nodes. Therefore, these methods are difficult to

apply directly to real AANET scenarios.
Based on the analysis of the above literature, we propose

a multi-hop distributed clustering algorithm based on link
duration. The algorithm clusters AANET in a distributed
manner and uses link duration as an indicator of inter-node
stability. This method aims to group nodes with similar
mobility characteristics into the same cluster to obtain a
more structured and stable network topology. The main
contributions of the method are as follows:

• Weuse link duration as ameasure of inter-node stability.
The link duration can fully consider the location, mov-
ing speed, and direction of the node and can accurately
express the stability between nodes.

• During the clustering process, we use a threshold to
determine whether the link between nodes is stable. At
the same time, we also set a specific gravity factor k,
so that nodes can automatically set the conditions for
actively establishing links according to the distribution
of neighbors.

• In order to select themost stable node as the cluster head
node, in the cluster head selection process, we define
the node stability weight, which takes into account the
connectivity of the nodes and the link duration between
the nodes. This makes the cluster head selected as the
stable node in the cluster.

• We verify the effectiveness of the proposed method
by conducting simulation experiments on real aviation
historical flight data.

The rest of this article is organized as follows: the
second section describes our systemmodel. The third section
describes the proposed algorithm in detail. The experimental
results are presented in the fourth section. The fifth section
summarizes the papers.
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Fig. 3 Example diagram of high-dynamic aeronautical ad hoc network
clustering scenario.

2. System Model

In this paper, our goal is to solve the problem of network
topology instability caused by the high-speed movement
of nodes in AANET through network clustering strategy.
Therefore, we only consider the aviation layer consisting of
aircraft. These aircrafts fly through the air at a specified
route and speed. At the same time, we also assume that
all nodes have the same maximum communication radius
and can transmit data to all aircraft within their maximum
communication radius. The considered aeronautical ad hoc
network clustering model is shown in Fig. 3. All nodes in
the diagram are divided into two clusters, and the movement
properties of the nodes in each cluster are similar.

We use N [t] to represent the set of all nodes at time t
and i to represent the index of the node. At time t, we use
S[t]i = (θ

[t]
i , φ

[t]
i , h

[t]
i ) to represent the position coordinates of

aircraft i in the WGS-84 coordinate system, where θ[t]i , φ[t]i ,
h[t]i represent the latitude, longitude, and altitude of node i at
time slice t, respectively. Using Eq. (1), we can convert the
position coordinates S[t]i = (θ

[t]
i , φ

[t]
i , h

[t]
i ) to the coordinates

L[t]i in the Cartesian coordinate system [25].

L[t]i = [(Re + h[t]i )cosφ[t]i cosθ[t]i ,

(Re + h[t]i )sinφ[t]i cosθ[t]i ,

(Re + h[t]i )sinφ[t]i ] (1)

where Re = 6371 km, expressed as the radius of the Earth.
Therefore, we can express the distance between two nodes
as di j = | |L

[t]
i − L[t]j | |.

2.1 Mobility Model

InAANET, aircraft generally fly on a pre-set route and speed.
In a short time, the aircraft moves in a relatively linear path
without changing the direction of movement and the param-
eters of movement. Therefore, the trajectory of the aircraft
can be considered pseudolinear [1]. Therefore, the flight
trajectory of an aircraft can be regarded as a process consist-
ing of several straight lines moving at a uniform speed. The

position of the node can be determined by the initial posi-
tion and movement speed of each time period, which can be
represented by Eq. (2).

L[t]i =


L[ts ]i + V [ts ]i (t − ts), ts < t < t1

L[t1]i + V [t1]i (t − t1), t1 < t < t2
. . .

L[tk ]i + V [tk ]i (t − tk), tk < t < te

(2)

where the vector L[t]i represents the position of node i at
time t. The vector V [t]i represents the velocity of node i
at time t. ts and te represent the start time and end time
of the aircraft node flight, respectively. tn(n = 1,2,3 · · · )
represents different time slice indices.

2.2 Communication Radius

VHF has characteristics of long-distance omnidirectional
communication, and it is also the main mode of commu-
nication between civil aviation aircraft. So in this article, we
use VHF to calculate the maximum communication radius
of nodes. VHF operates at a frequency of 119–137MHz and
adopts line-of-sight communication. However, line-of-sight
communication is the ideal transmission method. In real-
ity, the maximum communication radius available is much
smaller than the ideal communication radius due to factors
such as channel fading. Aviation VHF channels generally
use Rayleigh fading channels [26], and their link bit error
rate can be expressed by Eq. (3).

BE RL =
1
2

©«
1 −

√
2σ2

f
ptGtGr c2

(4π fcR)2√
Ptherm +

2σ2
f
ptGtGr c2

(4π fcR)2

ª®®®®¬
(3)

where R is the available communication radius; pt is the
transmit power; Gt and Gr represent the gain of the trans-
mitting antenna and the receiving antenna, respectively; fc
represents the carrier frequency; c represents the speed of
light; σ2

f represents themean square value of the signal enve-
lope in the Rayleigh distribution; Ptherm represents thermal
noise power, expressed in Eq. (4).

Ptherm = FkT0Rb (4)

where F represents the noise value; k = 1.38 × 10−23 J/K is
the Boltzmannn constant; T0 represents the normal tempera-
ture value; Rb stands for data transfer rate. According to the
actual situation of aeronautical communication, the values
of each parameter are shown in Table 1. From Eq. (3) and
Eq. (4), the communication radius of the aircraft node can
be calculated to be about 250 km.

Link establishment between nodes depends on the dis-
tance between nodes and the maximum communication dis-
tance of nodes. If the distance between the two nodes is less
than the communication radius of the node, a link can be cre-
ated between the nodes. Therefore, when di j < R, it means
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Table 1 The values of the parameters of the physical layer.

that a communication link can be created between node i
and node j. At the same time, we use B(i) = { j |di j < R}
to represent the set of all neighboring nodes within the com-
munication range of node i.

3. The Proposed Clustering Method

In the multi-hop distributed clustering algorithm based on
link duration, we use link duration as a measure of stability
between nodes. Therefore, in this section, we first give the
calculationmethod of link duration; Secondly, the conditions
for nodes to actively create links are given. Then, the strategy
of cluster head selection is elaborated. Finally, we describe
the algorithm flow in detail.

3.1 Link Duration

In AANET, frequent broken links between nodes are the root
cause of high dynamic changes in network topology. Link
duration refers to the length of time that communication
links are maintained between nodes, which is an important
evaluation index to measure node stability. The higher the
link duration, the higher the stability between nodes. We use
Stime(i, j) to represent the link duration between two nodes.
The calculation method of Stime(i, j) is shown in Eq. (5).

Stime (i, j) =

−
−−→
Di j
−→
Vi j +

√
(
−−→
Di j
−→
Vi j)

2 + V2
i j(R

2 − D2
i j)

V2
i j

(5)

where R represents the maximum communication radius of
the node, vector Di j represents the relative position between
node i and node j, and vector Vi j represents the relative
moving speed between node i and node j. In this paper, we
try to form stable network clustering by creating stable links
between nodes. Therefore, we set a link duration threshold
TStime, and we consider links with a link duration greater
than TStime as stable.

3.2 Cluster Topology Formation

In AANET, aircraft nodes are distributed along the routes.
This will result in a high density of nodes on or near route
crossings, while areas with no route distribution or fewer
routes will have a small density. This results in very different
regional node densities in AANET.

Therefore, we set a gravity factor k to make the node
determine whether it meets the condition of actively creating
links with neighbors based on the distribution of neighbors.

When the ratio of all neighbors of a node to the number of
stable links is greater than k, the node satisfies the condition
for actively creating links. At this point, the node creates
links with nodes that can create stable links to form network
clustering.

In this method, we do not limit the size of the cluster
by setting the maximum hop from the cluster member to the
cluster head. Our goal is to assign relatively stable nodes to
the same cluster as much as possible. If we set the maximum
hop number n, nodes with a distance greater than n from the
cluster head cannot join the cluster, resulting in a large num-
ber of orphaned nodes. As the number of hops increases and
the cluster size increases, the time to configure the cluster
also increases. However, the increase in configuration time
is negligible compared to the duration between nodes. Ac-
cording to the above, the maximum communication radius
between nodes is 250 km, so it can be calculated that the
time for data exchange between two nodes is generally a few
milliseconds. Although there is no limit on the maximum
number of hops, AANET is not infinite, so n is a constant less
than 10 in general. Therefore, the time of a clustering con-
figuration is generally tens of milliseconds. In our method,
we set TStime to establish a stable link between nodes, and
TStime is usually a few minutes, which is thousands of times
the clustering configuration time. Therefore, in this article,
we will ignore the timing of clustering configuration.

3.3 Cluster Head Selection

After the clustering topology is formed, the entire network
can be divided into subnets. To obtain the final cluster
structure, a cluster header (CH) node should be chosen. CH
is used to manage data transmission between other cluster
member nodes (CM) within a cluster. Choosing stable CH is
conducive to improving the success rate of data transmission
in the network. In a network, the greater the link duration
of the link created by a node, the more stable the node is.
The more links are established, the more centrality of the
node is higher. Therefore, we should choose a node with
more stable links as the cluster head node. In this article,
we define node stability weights to measure node stability.
Its definition is shown in Eq. (6) where f (x) is a coefficient
function and defined as in Eq. (7). B(i) is represented as a
collection of neighbors for node i.

Wi =
∑
j∈B(i)

f (Stime(i, j)) ∗ Stime(i, j) (6)

f (x) =

{
1, x ≥ TStime

0, other
(7)

CHC = arg max
i∈C

Wi (8)

According to the defined node stability weight, the most
stable node is selected as CH by Eq. (8) in the cluster, where
CHC is represented as CH of cluster C.
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Table 2 INFO_TABLE table entry information.

3.4 Algorithm Detailed Process

In this section, we divide the entire clustering algorithm
into three stages: the information table generation stage, the
cluster formation stage, and the cluster maintenance stage.
The detailed procedure of the clustering algorithm is shown
in Algorithm 1. In the following, we will elaborate on these
three stages.

3.4.1 Information Table Generation

In AANET, each node maintains a INFO_TABLE neighbor
table. Each node maintains neighbor information within its
communication range in the INFO_TABLE.The information
table contains the ID of the neighbor nodes, location of
the neighbor nodes, moving speed of the neighbor nodes,
heading of the neighbor nodes, the ID of the cluster head
of the neighbor nodes (CHID), link duration to neighbors,
and whether to create a link with it(IS_connected). The

entries in the table are shown in Table 2. The link duration
is calculated from Eq. (5) after obtaining information about
the neighbor’s location, speed, and heading. Each node is
aware of the presence of neighbor nodes by broadcasting and
receiving HELLO packets. When a node receives a HELLO
packet from a neighbor node, it modifies the INFO_TABLE
table entry. If no HELLO packets are received from the
neighbor node within the specified time interval, the table
entry is dropped.

3.4.2 Cluster Formation

During the information table generation phase, each node
sends a HELLO beacon packet to its single-hop neighbor
node, which updates its own INFO_TABLE by parsing the
received HELLO packet. Each node calculates the link du-
ration according to Eq. (5) and modifies the corresponding
table entry for the INFO_TABLE. In the INFO_TABLE, the
link duration is compared with TStime, and the stable links
are marked to form the stable link collection USL . Here, we
set a specific gravity factor k. When the state of the node sat-
isfies k ∗ |USL | ≥ |INFO_TABLE|, the node actively sends a
JOIN_REQ information request to the neighbor node to es-
tablish a link with it. After the node receives the JOIN_REQ,
it replies with JOIN_RESP packet to create the link. After
the link is established, all nodes are divided into several
clusters. At this point, the nodes calculate their respective
stability weights according to Eq. (6) and broadcast in the
cluster through the established link. When each node re-
ceives the stability weight of other nodes in the cluster, it
compares its own stability weight with them, and when its
own stability weight is the largest, it makes the node the
cluster head node. Once identified as a cluster head node,
the cluster head node broadcasts CH_BEACON packets in
the cluster to notify all cluster member nodes. After the
cluster member node receives the broadcast, the cluster head
node information is set. This procedure corresponds to lines
6–20 in Algorithm 1. If a node fails to establish links with
other nodes and there are neighbor nodes, the node selects
from the INFO_TABLE to establish a connection with the
node with the largest link duration to join the cluster. This
procedure corresponds to lines 21–26 of Algorithm 1. At
this point, the network topology of the clustered architecture
is formed.

3.4.3 Cluster Maintenance

In the process of cluster formation, the cluster has higher
stability by establishing a stable link between nodes in the
cluster. However, during node movement, nodes at the edge
of the cluster lose their connection to the cluster due to
node movement. Therefore, at the beginning of each time
slice, each node needs to obtain neighbor information at
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the beginning of each time slice and detect whether it is
connected to other members in the cluster. If this connection
is lost, that is, the node leaves the cluster, the node will re-
select the most stable node from all one-hop neighbors based
on the INFO_TABLE information to create a link and rejoin
the cluster. The process is as 28–30 lines in Algorithm 1.
After a number of time slices, the clustering structure will
change dramatically, which means that we need to perform
the network clustering process again. We call this process
here the reclustering process, and this time period is called
the reclustering interval. At the beginning of the first time
slice of each reclustering interval, the reclustering process is
initiated, i.e. Algorithm 1 is executed again.

4. Performance Simulation

In this section, in order to verify the effectiveness of the
proposed method, we compare the proposed multi-hop clus-
tering algorithm based on link duration with the N-hop [20]
andK-means [22] algorithms, respectively. At the same time,
we obtained real historical aviation flight data for simulation
experiments. The data obtained are the flight trajectory of all
aircraft over Europe on June 22, 2022. We divided the data
into 24 groups in hours and extracted flight trajectories for
stable flight in each time period. All the extracted nodes fly at
extremely high speeds, usually in the range of 700–900 km/h.
Therefore, throughout the simulation, the nodes change their
speed and position in the moving model of Eq. (2), and the
network topology is constantly changing. Since the number
of aircraft nodes in each time period is different, we divide
the all-day data into five groups according to the number
of nodes in each time period: 150–250, 251–350, 351–450,
451–550, and 551–700. The simulation time for each set of
data is 60 minutes. We set the size of time slice to 1min. At
the beginning of each time slice, the speed and direction of
the node’s movement are modified. In each time slice, the
node flies at a uniform speed at the specified speed. We as-
sume that each node has the same maximum communication
radius. Since this paper only considers the stability of the
network topology, in the experiment, we assume that when
the distance between two nodes is less than the maximum
communication radius, it means that they can communicate
directly and effectively. As described above, the maximum
radius of the node is set to 250 km. Due to the high-speed
movement of nodes, links between nodes may be frequently
disconnected or new links may be created. Therefore, we set
TStime to create links only between stable nodes. Here we
set TStime to 10 min, that is, when the link duration between
nodes is greater than 10 min, the two nodes will be consid-
ered relatively stable. Since the link duration between nodes
is calculated based on the motion state of the current node,
and the speed and direction of the node are not constant,
the network topology may change greatly after a period of
time, that is, the network cluster needs to be re-clustered.
We make this time interval the reclustering interval and set
it to 5min.

The average cluster head duration, average clustermem-

ber duration, number of cluster head changes, and average
number of intra-cluster link changes can effectively evalu-
ate the stability of clusters and the reliability of links. By
comparing these four indicators, we can obtain the following
experimental results based on the simulated aviation histor-
ical flight data obtained.

4.1 Average Cluster Head Duration

The cluster head duration represents the length of time during
which a nodewas selected as the cluster head, that is, the time
interval between when a node becomes a CH state and when
it changes to a non-CH state. Average cluster head duration
is the ratio of total cluster head duration to the number of
cluster heads. The calculation method is as shown in Eq. (9).

AvgStimeCH =

∑n
i=1 StimeCH (i)

n
(9)

Among them, AvgStimeCH represents the average clus-
ter head duration; StimeCH (i) represents the cluster head i
duration; n represents the number of nodes that became clus-
ter heads throughout the simulation period. According to the
simulation, the experimental results are shown in Fig. 4.

According to the experimental result graph, the average
cluster head duration of the proposed method is similar to
the average cluster head duration of K-means and decreases
with the density of nodes. When the number of nodes is
150–350, the average cluster head node duration of N-hop is
similar to that of the proposed method and K-means, while
when the number of nodes is greater than 350, the average
cluster head duration of N-hop shows an upward trend. As
the density of nodes increases, the distribution of neighbors
across all nodes is similar. In the proposed method, be-
cause the distribution of nodes is similar, the node stability
weights of the nodes in the center are similar. When the
position of a node changes due to movement, the stability
weight of the node changes, so that the past cluster head

Fig. 4 Average cluster head duration simulation results.



JIANG et al.: MULTI-HOP DISTRIBUTED CLUSTERING ALGORITHM BASED ON LINK DURATION
501

node cannot become a cluster head node again. K-means
mainly clusters the network by the position and speed of the
nodes. Therefore, in the case of node position change due to
node movement, K-means is difficult to select the past clus-
ter head node as the new cluster head again. In N-hop, the
cluster head is mainly determined by the relative speed of
aggregation, so the determination of the cluster head is not
affected by the node position. When the density of nodes in-
creases, the relative speed of aggregation of different nodes
will be more different. And because the speed of nodes in
AANET is relatively stable, the cluster head is more stable.
However, due to increased density, the neighbors of the clus-
ter head may have similar weights to the cluster head, which
can cause the cluster head to switch back and forth between
some nodes. In terms of average cluster head duration, the
proposed method is inferior to the other two methods. Over-
all, the average cluster head duration was reduced by 8.8%
compared to N-hop.

4.2 Average Cluster Member Duration

Cluster member duration, defined as the time interval from
when a node joins a cluster and when it leaves the cluster, is
calculated similarly to the average cluster head duration. The
average cluster member duration is the ratio of the combined
duration of all nodes as a cluster member to the number of
nodes, as shown in Eq. (10), where AvgStimeCM represents
the average cluster member duration, and StimeCM (i) rep-
resents the duration of node i as a cluster member, and m is
the number of nodes.

AvgStimeCM =

∑m
i=1 StimeCM (i)

m
(10)

FromFig. 5., we can see that the average clustermember
duration of the proposedmethod andK-means is significantly
higher than the average cluster member duration of N-hop,
and the average cluster member duration increases with the
increase of network nodes. When the number of nodes is
greater than 350, the average cluster member duration is less
affected by the density of nodes. This is mainly because
when the node density is higher, the probability of neighbors
appearing within the communication range of all nodes is
also greater. Therefore, nodes are more likely to join the
cluster by multi-hop. Since after K-means determines the
cluster head, all nodes in the cluster head range will be di-
rectly connected to the cluster head and joined to the cluster,
resulting in nodes at the cluster head communication edge
directly connected to the cluster head. The node is discon-
nected from the cluster head due to movement. When the
proposed method establishes a connection, the node selects
the most stable link to join the cluster, so the average cluster
member duration of the proposed method is slightly higher
than that of K-means. The average cluster member duration
of N-hop is much smaller than the other two methods. This
is mainly because N-hop requires each node to obtain move-
ment information for all nodes within its n-hop range. Then,
the smallest aggregate mobile node is taken as the cluster

Fig. 5 Average cluster member duration simulation results.

head. This leads a situation that a node is not the minimum
value within its n-hop, and all nodes within its n-hop range
are not satisfied to be cluster heads. However, nodes that
satisfy the cluster header will only add nodes within their
n-hop range to the cluster, thus causing a large number of
nodes to fail to become cluster member nodes. Therefore,
the resulting cluster member duration is much smaller than
the other two methods. Compared with K-means, the av-
erage cluster member duration of the proposed method is
slightly improved, which is increased by 3.4%.

A comparison based on Fig. 4 and Fig. 5 raises the ques-
tion that the average cluster head duration decreases as the
number of network nodes increases, whereas the average
cluster member duration is the opposite. The cluster head
node is a small number of network nodes selected from a
large number of network nodes according to each of these
three algorithms. During each reclustering process, the clus-
ter head node is reselected. Thismeans that the cluster header
may be different for each recluster interval. Other nodes are
cluster members, as long as they can connect to the cluster
head node through one or more hops. The higher the number
of nodes in a scenario, the greater the probability that nodes
will connect to the cluster head through neighbor nodes. The
greater the node density, the more similar the weight of the
cluster head and its neighbors, and the smaller the probability
that the node that was originally the cluster head will become
the cluster head again when the cluster head is reselected.
Based on the definitions of average cluster head duration and
average cluster member time, we will be able to understand
why the average cluster head duration becomes lower and
the average cluster member duration becomes high.

4.3 Number of Cluster Head Changes

The number of cluster head changes refers to the num-
ber of times the cluster head node changes to other states
during the simulation. It can be represented by Eq. (11),
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Table 3 The average number of cluster heads per time slice.

Table 4 Cluster head rate of change.

Fig. 6 Number of cluster head changes simulation results.

where ChangeCH represents the number of cluster head
changes; ChangeCH (i) represents the number of cluster
heads changed in time slice i; and T represents the total
number of time slices simulated.

ChangeCH =

T∑
i=0

ChangeCH (i) (11)

Figure 6 shows the number of cluster head changes for
three different methods. We also print the average number
of cluster heads per time slice for the three methods, as
shown in Table 3. In K-means, because there are more
nodes in the scene, a larger K value needs to be set for the
algorithm. As can be seen from the previous analysis, the
position of the node changes because of the movement of
the node. Therefore, during the next cluster formation, it is
difficult for the cluster head to become a cluster head again,
so the number of cluster head changes is large. In N-hop,
nodes are selected by using the aggregate relative speed of
all neighbor nodes within an n-hop range as the cluster head
selection index. Because the movement characteristics of
AANET nodes are stable and relatively similar, it will cause
the cluster head to switch back and forth in certain nodes,
resulting in a large number of cluster head changes. In the
proposed method, we do not limit the maximum number of
hops from a cluster member to a cluster head node, so the

proposed method does not generate a large number of cluster
heads, which can effectively scale the scale and capacity of
the network to increase the stability of the network. In
addition, in the process of selecting the cluster head, we
select the maximum node stability weight, so the cluster
head is relatively more stable. According to Table 3, we
can see that although our method does not set the maximum
number of hops, the range of our cluster is not very large. The
average number of members in each cluster of the proposed
method is about twice that of N-hop, so the configuration
cluster time of the proposed method will only be slightly
higher than that of N-hop. In order to clearly illustrate that
the cluster heads selected by the proposed method are more
stable, we calculate the ratio of the number of cluster head
changes to the number of cluster heads, as shown in Table 4.
From the table, we can see that the cluster head change ratio
of the proposed method is significantly lower than that of
the other two methods. The experimental results show that
compared with N-hop, the cluster head change rate of the
proposed method is reduced by 49.1%.

4.4 Average Number of Intra-Cluster Link Changes

The high dynamics of the network topology are mainly
caused by the frequent establishment and disconnection of
links between nodes. The purpose of using clustering archi-
tecture in AANET is to improve the topological stability of
the network, that is, to reduce the number of link changes in
the cluster. Therefore, the average number of intra-cluster
link changes is an important indicator to measure the per-
formance of clustering. The average number of intra-cluster
link breaks is the ratio of the number of changes of links in
all clusters to the number of nodes during the entire simu-
lation process, as defined in Eq. (12), where AvgLinkchange
represents the average number of intra-cluster link breaks,
Linkchange(i) is the number of times the node i link breaks
during the simulation and m is the number of nodes.

AvgLinkchange =
∑m

i=0 Linkchange(i)
m

(12)

As shown in Fig. 7, when the density of nodes is low,
the average number of intra-cluster link changes of the pro-
posed method is significantly better than that of the other
two methods. This is mainly because all nodes adjust the
conditions for actively creating links based on the sum of
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Fig. 7 Average number of intra-cluster link changes simulation results.

the number of neighbors during the clustering phase. In ad-
dition, TStime is used to limit the establishment of unstable
links. Therefore, the average number of intra-cluster link
breaks in the proposed method is lower. When the node
density is too high, more links are created within the cluster.
When a node location and speed changes, it causes a large
number of link breakdowns. When the node density is large,
the average intra-cluster link change of N-hop is the least.
The main reason for this is that N-hop has a large number of
orphaned nodes that do not establish links. As a result, the
average number of intra-cluster link changes is lower. For
K-means, when the node density is greater, the proportion
of nodes at the cluster head communication edge decreases.
Therefore, the number of link changes in the cluster after
averaging will be reduced. According to the experimental
results, the average number of intra-cluster link changes of
the proposed method is reduced by 19.0% compared with
N-hop.

5. Conclusion

In this paper, aiming at the problem of high dynamic change
of AANET topology, we propose a multi-hop distributed
clustering algorithm based on link duration. In this algo-
rithm, we use link duration as a measure of inter-node sta-
bility. In addition, we use a gravity factor k to adjust the
conditions for actively creating links based on the distribu-
tion of node neighbors. Simulation experiments are car-
ried out based on real historical aviation flight data, and we
compare the proposed method with other methods on each
performance index. In addition to the average cluster head
duration, the proposed method improved the performance
indicators by 3.4%, 49.1%, and 19%, respectively. In future
work, we will study node routing algorithms on the basis of
clustering to improve the performance of the network.
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