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SUMMARY  Due to the increase in the volume of data and intensified
concurrent requests, distributed caching is commonly used to manage high-
concurrency requests and alleviate pressure on databases. However, there
is limited research on distributed record mapping caching, and traditional
caching algorithms have suboptimal resolution performance for mapping
records that typically follow a long-tail distribution. To address the afore-
mentioned issue, in this paper, we propose a recommendation-based adap-
tive auxiliary caching method, AC-REC, which delivers the primary cache
record along with a list of additional cache records. The method uses re-
quest correlations as a basis for recommendations, customizes the number
of additional cache entries provided, and dynamically adjusts the time-to-
live. We conducted evaluations to compare the performance of our method
against various benchmark strategies. The results show that our proposed
method, as compared to the conventional LCE method, increased the cache
hit ratio by an average of 20%, Moreover, this improvement is achieved
while effectively utilizing the cache space. We believe that our strategy
will contribute an effective solution to the related studies in both traditional
network architecture and caching in paradigms like ICN.

key words: auxiliary caching, recommendation, ttl caching, distributed
system

1. Introduction

In the current era of big data, storage and computation sys-
tems are shifting from centralized to distributed. To enable
rapid data distribution, streamline business processing, and
enhance overall user experience, an increasing number of
compute-intensive businesses and services are now relocat-
ing from core clouds to edge clouds. Due to the increase in
data volume and concurrent requests, distributed caching is
often introduced to handle high-concurrency requests and al-
leviate database pressure. A suitable caching system should
possess higher cache efficiency, store more useful data, and
filter out a greater portion of the back-end storage system’s
request load.

Currently, distributed caching can be mainly divided
into two types: the first type is content caching, which is
usually used in CDNSs to alleviate the request pressure on the
origin server. When data is hit on the CDN cache, it does
not need to be retrieved from the origin server but is directly
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distributed to users by the CDN server closest to them. This
type of cached data occupies a significant amount of stor-
age space. Although unstructured, the cached data remains
stable and does not have an expiration date. On the other
hand, there is another type of caching for mapping records.
This type of caching involves the storage of mapping records
or metadata, which is commonly implemented in Domain
Name System [1] and Information-centric network that rely
on name resolution systems (NRS) [2]-[5]. The primary
distinction between record cache and content cache lies in
their object type. Record caching is structured, occupies
smaller space but is often accompanied by a time-to-live
(TTL) which entails cached records to expire after a certain
period. The reason for this characteristic is that the existence
and location of content usually change, so records often have
a life cycle to ensure the freshness and effectiveness.

To our knowledge, most existing research studies focus
on content caching, and little research has been conducted on
mapping records caching. In addition, the primary objective
is usually to design suitable cache replacement strategies to
improve cache hit rates under limited cache space [6], [7].
In previous studies, it was usually assumed that user re-
quests on the storage system were independent events. From
a worldwide point of view, this presumption is reasonable
since there usually exists a substantial number of users that
access the system simultaneously. Moreover, it has been
proven to be accurate when the cache capacity tends to infin-
ity [8]. However, for small-scale user clusters (such as edge
clouds or edge data centers), the neighbor effect [2] cannot
be ignored. Typically, individual user requests have strong
context dependencies because content requirements often
appears in groups (such as requests for resources on web
pages or requests for subsequent content blocks in videos).
This phenomenon causes requests that occur in close tempo-
ral proximity to have a certain correlation, that is, temporal
correlation of requests.

In distributed edge clouds, cache nodes are usually dis-
tributed in various locations and face requests that are often
sudden in time and uneven in space. In order to improve the
cache efficiency of the system and reduce concurrent traffic
peaks for origin server requests, this paper mainly focuses on
the aforementioned mapping record caching and proposes a
recommendation-based adaptive auxiliary caching method
(AC-REC). In this method, auxiliary caching is defined as
delivering the primary cache record along with an incremen-
tal list of auxiliary records. This method uses the correlation
between requests as the recommendation basis for auxiliary
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caching, customizes the number of incremental cache en-
tries and dynamically adjusts the TTL based on the cache
space of each nodes and the historical popularity of cache
records. This method is a data-driven caching method that is
suitable for various application scenarios, such as caching of
mapping records in information or content central network
architectures, edge cloud caching, DNS record caching, and
caching of flow table entries in SDN switches [9], [10]. The
major contributions of this paper are as follows:

e We first design AC-REC, which utilizes a plug-and-
play recommendation model to determine the candi-
date set of mapping records for auxiliary caching. It
fully considers the occupancy of the cache space in the
TTL-based cache system and exhibits greater robust-
ness across different workloads.

* Trace-driven evaluations are conducted to measure the
performance of our proposals. The results indicate that
the AC-REC algorithm achieves a higher average cache
hit ratio and a higher cache space utilization rate com-
pared to traditional caching strategies, such as Leave-
Copy-Everywhere (LCE).

The article is divided into five main sections. In the fol-
lowing Sect. 2, we introduce the research background, related
work, and the motivation for choosing the auxiliary caching
approach. In Sect.3, we model the problem and provide
theoretical explanations for the recommendation-based aux-
iliary caching algorithm. In Sect.4, we design simulation
experiments to compare the performance of the proposed
algorithm with other algorithms and analyze the results. Fi-
nally, in Sect.5, we summarize the article and provide an
outlook on future research directions.

2. Related Works and Motivation

Our design approach is inspired by the concept of soft cache
hits proposed in [11], which defines soft-cache-hit as the
requested content is not in the cache but is present in the rec-
ommended list. Motivated by this thought, we were intrigued
whether integrating recommendation system functionalities
to a distributed caching system could also enhance the cache
hit ratio and diminish the number of concurrent requests
sent to the origin server. Our research, as well as the argu-
ments presented in [12], [13], have shown that data requests
exhibit clear spatio-temporal characteristics, i.e., neighbor-
hood effects. Moreover, objects closer to the network edge
cache usually have higher access frequencies than those lo-
cated upstream [14]. For example, there is similarity in the
content acquirement by students in the same university in
the same time period, and there is also similarity in the hot
news topics followed by people in the same region. [15]
proposes a region-based pre-caching strategy for vehicular
edge networks, which includes algorithms for selecting pre-
caching regions and nodes, which effectively improves the
cache hit rate. Based on these arguments, we hypothesize
that for the user group connected to the switch under the edge
cloud, considering auxiliary caching for content related to
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that group’s requests, rather than just caching content with
higher global popularity, can improve the system’s cache hit
ratio.

A similar concept was previously introduced in [16] as
incremental caching at the file level. This method calculates
the access frequency of a file and caches the first block
when the file is first requested. For subsequent requests,
2" — 1 blocks are pre-cached, where n is the number of
times the file has been requested. However, applying this
approach to finer-grained ICN or CCN-based block storage
is not feasible. Additionally, this method only accelerates
continuous requests for a file without considering related
content from a modeling perspective.

Cache replacement algorithms have always been con-
sidered an important factor affecting cache hit ratio. Classic
cache replacement methods for mapping records [7], such
as LRU, LFU, and FIFO, are all designed to handle a single
cache record. Yang et al. [6] propose a caching strategy that
groups records and uses this grouping for replacement deci-
sions that result in an improved cache hit ratio. This strategy
achieves both high efficiency and high throughput. In ad-
dition, in mapping record caches, the TLRU method [17]
adds expiration time to the cache to ensure the freshness
of records, but this method does not fully utilize the cache
space released by timeouts. If we can obtain the remaining
cache space in advance and incrementally cache additional
valid content besides the original records, subsequent cache
requests can hit, improving the cache hit rate per unit time
and reducing concurrent traffic to origin server. [18] uses the
cache space parameter to predict the expected hit density of
each object (hit density per space consumption), and filters
out objects that contribute little to the cache hit rate during
cache replacement. However, this method is mainly for con-
tent caching and is not suitable for mapping record caching
(mapping records usually have the same space occupation).
To make good use of the remaining cache space, it is neces-
sary to obtain the operational status of the distributed cache.
Fortunately, the SDN controller [9], [19] has laid the the-
oretical and practical foundation for this idea by providing
awareness of the underlying network devices.

In addition, due to the significant long-tail effect of
user requests [20], that is, a small number of content ac-
cesses account for a large amount of request traffic, records
at the tail are usually cleared due to timeouts or LRU re-
placement strategies before triggering the next request hit.
Traditional caching methods usually use fixed TTL, and the
expiration of hot data at the same time can cause cache
avalanche phenomenon, resulting in increased concurrent
load on the backend storage system. The article [21] points
out that using longer TTL in DNS systems can greatly reduce
network transmission latency, because the longer expiration
time of hot content filters out more traffic. However, even in
the case of limited storage space, caching the long-tail con-
tent for a long time does not significantly improve the cache
hit rate. Alici et al. [22] propose an adaptive TTL strategy
for caching query results that has been shown to reduce the
fraction of stale results served from the cache as well as the
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fraction of redundant query evaluations on the search engine
backend. Additionally, the proposed method outperforms a
caching strategy that uses a fixed TTL value for all queries.
Therefore, we believe that more aggressive strategies should
be adopted for this part of the records, setting shorter TTL
times to quickly recover cache space resources and to guar-
antee the record freshness.

3. Analytical Model and Assumptions

In this section, for the sake of illustration and analysis, we
have made some assumptions and mathematical models for
the research problem. In addition to considering the global
characteristics of requests, such as popularity, this study also
focuses on their spatiotempora characteristics. The idea of
auxiliary caching is used to promote cache hits ratio in the
next time period by taking advantage of cache loss in the
current period. In summary, we describe the problem solved
in this study as follows: selecting a subset of records from set
S for incremental caching to maximize the average cache hit
rate. This problem is an NP-complete “knapsack problem”
that we divide into two sub-problems and propose a heuristic
solution approach.

3.1 Assumption

Our approach abstracts the caching system into three network
entities: the client who initiates the request, the cache nodes,
which are typically ICN cache units or CDN service nodes,
and the data source responsible for storing resources. The
client is analogous to the user in a recommendation system,
while the data source or origin server is analogous to the item
repository in a recommendation system. Similarly, the data
source suggests potential requests to the client, analogous to
how a recommendation system suggests items of interest to
users. Given the vast number of users in a network envi-
ronment, we do not perform fine-grained recommendations
for each user, but instead group units with similar features to
increase the accuracy of recommendations and reduce sys-
tem load. We use the user access node as the recommended
cache unit, aggregate the temporal and spatial characteristics
of requests, reduce the distribution pressure on the database
or origin server, and improve caching speed.

3.2 Auxiliary Caching Algorithm

The algorithm consists of three steps, which is presented
in Fig. 1 in the form of a flowchart to aid comprehension.
The central part of the flowchart represents the main steps of
the algorithm, while the left and right sides depict the input
models, parameters, and hyperparameters required for each
step. The specific operations for each step will be elaborated
in separate subsections.

3.2.1 Determine Candidate List

The first step involves selecting a fixed candidate list size
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Fig.1  Auxiliary caching algorithm flow chart.

and determining the additional content for caching, which is
similar to the recall step in a recommendation system. Since
the keys of cached content are usually unstructured IDs or
hash values of metadata, we recommend using collaborative
filtering-based recommendation algorithms such as itemCF,
userCF, or other advanced model-based recommendation al-
gorithms [23]-[25]. In our simulation, we utilize the CDAE
algorithm (Collaborative Denoising Autoencoder) as the rec-
ommendation model [23]. This algorithm helps to effec-
tively capture latent user feature representations, enhancing
the accuracy of personalized recommendations.

In our algorithm, the acquisition, registration, and
deregistration of the records on the cache nodes are analo-
gous to the interaction behavior between “users” and “items”.
Here, we use item-based collaborative filtering as an exam-
ple. As shown in the Fig. 2, Nodel-Node4 are four caching
nodes, and the Storage Controller is equivalent to the data
source repository. We can use the nodes’ historical interac-
tion information with records to infer the similarity between
records. For example, in the figure, Node2-Node4 have sim-
ilar historical interaction information with records A and B,
and we can infer that the similarity between rec-A and rec-B
is high. When Nodel initiates a new request to the storage
system, in addition to caching the primary requested record
A, we incrementally cache its similar record B and respond
in the form of (key, value), where value represents the rec-
ommendation index, i.e., the degree of similarity with the
primary record.

The AC-REC strategy leverages the similarity between
records and the ID of the requesting switch to recall similar
records, which need not be confined to the recall approach
of a particular recommendation system. Section 4 presents a
comparison between the effectiveness of various recommen-
dation algorithms and the methods of optimal and random
recommendations, which serve as a reference for implement-
ing and deploying this algorithm. The following section will
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Fig.2  Schematic diagram of recommendation-based auxiliary caching.

Table 1
Symbols

Symbols in AC-REC algorithm.

Definition

The current primary request key
The node that handling the request
The set of cached keys

The recommended candidate list
The recall number ratio

The i-th request key

The recommendation index of k;
The request number

The importance of a certain cache
The auxiliary cache entry size
The time-to-live value

Su The free space for node u

e NRET

&

N ~=3

provide a detailed explanation of the structure and algorithm
of the recommended candidate list, including the parameters
and physical quantities involved, as shown in the Table 1.

Unless otherwise specified, we will use the example of
caching in the form of (key, value) pairs, and the set of cached
keys will be denoted as K. We define the recommended
candidate list as L, the amount of data stored in the data
source as m, and the recall ratio as A. The size of the
recommended candidate list is len(L) = Am. We define
the current request p as the main request initiated by node
u, and the key of the current request as k,. The key of
the i-th cached content in the storage system is k;, and its
recommendation index is v;. The recommendation index
is a physical quantity that represents the importance of the
cached record. The higher the recommendation index, the
more likely the cache is to be incrementally cached. The
recommended cache candidate list is predicted through the
recommendation system’s algorithm and can be represented
as:

L = f(K,p,u,1) ey

Here, f is the function that uses the recommendation system
model for prediction. It recommends based on the input
node u, the main request p, and the candidate list size Am,
and returns a list containing the recommended key and its
recommendation index. During predicting, model caching
can be used to expedite the inference process of the model
for requested recommendation results in practical production
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Fig.3  The sliding window mechanism.

environments. The indices of the stored entries are denoted
as 01,02,. . .,0;, and they take the following form:

L: {(kol, Uol)» (k02, UoZ)’ cees (ko/lm’ Uo/lm)} 2)

Although the training process of the recommendation model
is beyond the scope of this paper, we describe a feasible train-
ing method in the simulation section and provide satisfactory
results based on this approach.

3.2.2 Auxiliary Cache Number

The second step is to determine the number of auxiliary
cache records and the TTL value of the them after the can-
didate list is determined. In our approach, we determine
the number of entries for incremental caching based on two
factors: the available space u, on the current cache node
and the importance of the primary cache, denoted 1,. We
calculate I, as the proportion of access record k;’s number
of visits ng, during a unit time to the total number of visits
ny during that same period. To reflect the dynamic changes
in the distribution of content requests, a time sliding window
mechanism is used to dynamically calculate and update ny, .
To simplify the computations, the specific value is converted
as a probability distribution ranged in (0, 1), employing the
sigmoid function in normalization in Eq. (5). The sliding
window mechanism is shown in Fig. 3, Where R,, and R,
denote the nth and (n + 1)th requests for caching k,, re-
spectively. The temporal interval between them is denoted
as Aty and the requested counting interval is marked as 7.
AN represents the number of requests during window sliding
Aty time.

Nk, (tn+1) = nk, (1n) + 1 = AN 3)
ng = Z N, (4)
I, = sigmoid(ng, [ny) 5)

The inference can be drawn that the primary cache’s sig-
nificance relates to the frequency of requests over a particular
time period, also known as content popularity in some liter-
ature [26]. The remaining space of a cache node, denoted
as sy, is measured by mapped record entries, including re-
claimed space due to timeouts, and space occupied by un-
reclaimed timed-out records. The data can be sent to the
storage controller through the request message (CDN archi-
tecture), or via the packet-in message (SDN architecture).
The allocation of the auxiliary cache space for this request is
determined by the importance of the primary cache record
and the current remaining space of the cache node. To re-
strict the proportion of cache space that can be used for
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auxiliary caching, we set a constant @ € [0, 1] to represent
the space occupancy rate. In the extreme case where @ = 0,
it indicates that the remaining space of cache node u cannot
be used for caching. The formula for calculating the number
of incremental cache entries A, is:

Apu = alpsy (6)

3.2.3 Adaptive TTL

Once the number of incremental cache entries is determined,
we select the top Ap,, recommended cache entries from the
candidate list and denote them as set L4. We then allocate
TTL to each cache in L4 based on the TTL of the primary
cache and the recommendation position of the cache entry.
The higher the recommendation position of the mapping
record, the longer the TTL allocation time. The design is
based on the assumption that if the primary cache contains a
popular record, then its related records or subsequent records
are likely to be accessed soon after. The benefit gained from
incrementally saving these records is thus higher. We denote
the TTL of auxiliary cache k; as 7; and update the TTL of
cache i using a time-based sliding average value, with the
calculation formula as follows:

Ti(n+ 1) = BT;(n) + (1 = Buidpto )
s.t. kieLs0<B<1
T;(0)=1o

Here, 1o represents the standard TTL value, which is
a constant and its value can be referred to in the literature
[27]. B is the weight of the sliding average and its value
ranges from [0, 1). As can be seen from the above formula,
the value of T; is generally less than 7y, which means that
the TTL of the content in the auxiliary cache will not exceed
the standard cache TTL. Using the above formula (7), we
calculate the TTL for each record in L4 to obtain the final
cache distribution list L,,;:

Laut = {(kal,tol)’- .. ’(kOAvtoA)’ (kpsIO)} (8)

To facilitate comprehension, the pseudo code for the
above algorithm is shown in algorithm 1.

4. Simulation and Analysis

This section will conduct simulation experiments on the
method proposed in Sect.3 and analyze the results. An
auxiliary caching algorithm was implemented based on the
Icarus [28] simulation platform.

4.1 Environment and Data Preprocessing

4.1.1 Dataset Collection

In order to assess the efficacy of the auxiliary caching al-
gorithm on a practical network traffic model, a week-long
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Algorithm 1 AC-REC algorithm

Require: p, A, u,a,B, 1
Ensure: L.,
1: Initialization;
2: model < load pre-trained RECmodel
3: function GETRELATEDCONTENT(u, p, k, 1)
: initialize resT List, res P List to empty;

4

S: tl « getTimeStampBefore(z), );

6: for ¢ in reversed(z]) do

7: if £ + 10 < 7, then

8: guriList « getGroupURI(¢)
9: for uri in guriList do

10: resT List.append(uri)
11: end for

12: end if

13: end for

14: resPList «— model(u, p)

15: candList <« resT List[: k/2] + resPList[: k/2]
16: return candList

17: end function

18: function GETCANDIDATESIZE(, U, p)

19: sy < getAvailableSize(u)

20: 1, « getUriPop(p)

21: Apy «—int(a * sy * Ip)

22: return A,

23: end function

24: function assiGNTTL(B, 19, u, I, candList, Apy)
25: sort(candList)

26: candList « get first Ap,, item in candList
27: for ¢, v in candList do

28: t —p*getTTL(u, c)+(1-B)*v* 1, * 1y
29: Lyt -append((c, t))

30: end for

31: return L, ¢

32: end function

33: function MAIN(p, 4, u, @, B3, ty)

34: k «— Am, a « 0.5, 1y « 600

35: tp « getTime(p)

36: cl « getRelatedContent(u, p, k, tp)
37: A « getCandidateSize(a, u, p)

38: Loy < assignTTL(B, 1o, u, I, cl, A)
39: return L, ;

40: end function

41: main(p, A, u, a, B, ty)

data collection process was conducted. Request data from
CDN servers located underneath a cluster node owned by a
cloud service provider was recorded from nginx logs. Next,
we utilized Logstash to format the nginx log files and sub-
sequently preserved them in Elasticsearch. The structured
information was extracted and preserved as a CSV file for
training the recall model.

As the daily request volume was large (about 6 million
requests), we only took the first one million data and filtered
out the top 50 cities with popular requests as our initial
dataset. The arrival of network requests usually follows a
long-tailed or heavy tailed distribution [20], which was also
verified in our dataset. We plotted the distribution of the
dataset as shown in the Fig.4, which displays the request
model for one of the seven days. Even though we only
counted and plotted the top 100 URIs, the long-tail effect of
the request distribution is still evident.

Next, we preprocess the initial dataset and construct a
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Count of records

Top 100 http request uri

Fig.4  Request distribution.

simulated request workload. We divide the original dataset
into 10 parts, with each part consisting of the first 50,000
requests as a group for experimental workloads. The URI
and client IP are mapped to the content ID and client ID of the
requesting node for the simulation experiment, respectively.
The city of the requester is mapped to the access switch of
the simulation node. The timestamp indicates the relative
time represented by the 00:00 on the day of the experiment
in the capture log. This allows our simulation traffic model
to preserve the time series and geographic characteristics of
real traffic.

4.1.2 Topology

Our simulation employs a star topology, where the data
source is at the center, connected directly to 30 cache nodes.
The bandwidth of each link is set to a fixed 10 Mb per second.
We assume that the data source possesses an infinite storage
capacity to accommodate all requested resources, and hence
a cache miss in the source is unlikely to occur. The rea-
son for using a star network topology in the simulation is
that our application scenario is focused on SDN, which in-
volves centralized devices (SDN controller) that determine
caching strategies and serve as the data source. We are more
concerned with the effects of caching different records via
auxiliary caching rather than the placement location of cache
entries. Thus, we streamlined the tangible connection be-
tween nodes and data sources within the topology. Instead,
we employed a logical link to denote the connection between
cache nodes and data sources.

In order to streamline the time taken to construct the
shortest routing path during simulation, we have attached two
client nodes to each cache node. Data requests are sent by
randomly selecting a pair of client nodes that are connected to
each cache node. Itis worth noting that the number of clients
will not affect the results of the experiment, as our algorithm
recommends based on the granularity of edge caching nodes
rather than client. The topology is illustrated in the Fig. 5.

4.2 Algorithm Parameters Setting

This section mainly describes the main parameter settings
and reasons for the three steps of the auxiliary caching algo-
rithm.

The initial step involves obtaining a recommended list
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of candidates for the current request. This is done by tak-
ing into account both the ID of the sending switch and the
specifics of the current request. In the AC-REC method, the
selection of the candidate list takes into account both tem-
poral and geographical relevance. For the temporal-based
recommendation part, this simulation uses a historical re-
quest group to recommend the URI group requested within
10 seconds after the first 3 requests that resolved the pri-
mary URL During the system’s cold start phase, a cache
node lacks historical temporal information. For this reason,
geographical coordination becomes the primary factor for
obtaining a recommended list of candidates. To simplify the
recall process, we set a fixed recall candidate list size as a
hyper parameter k. We will analyze the impact of k£ on the
simulation experiment results in later sections, and in other
experiments, we set the k value to the default value of 1000.

For the recommendation based on geographical rele-
vance, we use the CDAE algorithm for recall. When training
the recall model, the long-tail distribution characteristics of
user request traffic are evident, and the large amount of data
in the long-tail section can lead to a large and sparse simi-
larity matrix. To speed up the training process, we filtered
out switch nodes with less than 20 requested URIs and URIs
that were requested less than 10 times. To prevent overfitting,
we trained a total of 1000 epochs and set an early stopping
mechanism to end training when the NDCG @ 10 metric did
not increase for 100 consecutive values. The parameter in-
dicators used for training are shown in the Table 2.

In step 2, we set the switch space occupancy limit a to
0.3. In addition, we designed a set of experiments to compare
the impact of @ on cache hit rate and average remaining
space on switches. In the simulation experiment, the total
cache space on all switches was initialized to 20% of the
total number of requests, and the cache space on each switch
was evenly distributed. Before each time we calculate the
remaining available cache space on the switch, we perform a
dump operation to ensure that we obtain the correct available
space.

In step 3, we use the moving average to update the TTL
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Table 2  Parameters setting for training.
Parameter Description Value
minltemPerUser  Filter using the minimum number of 20
items each user has interacted with
minUserPerltem  Filter using the minimum number of 10
user each item has been interacted
with
holdoutUsers Use holdout cross-validation method 1000
testRatio ratio of the sample for test 0.2
epochs Max number of epochs 1000
batchSize The number of training examples 256
utilized in one iteration of gradient
descent.
earlyStop Early stop when NDCG @10 indica- 100

tor does not increase for 100 times

of the mapping records in the incremental cache, and we
set B to 0.5 to balance historical and real-time information.
As a hyper parameter, we will discuss the impact of #y on
simulation results in the following Sect.4.4. In general, we
set fy to 600 seconds, which is the default expiration time of
DNS records.

4.3 Performance in Different Algorithms

In order to ensure the reliability of the results, we calculated
the average cache hit rate of 10 workloads in each group of
experiments for each strategy, and compared the strategies
based on data from 7 consecutive days. We used the LCE
[29] method as the baseline, which does not perform addi-
tional content caching and only caches the mapping record of
the current request. We compared several different auxiliary
caching methods, including AC-POP, AC-OPT, AC-RAND,
and AC-REC. The AC methods above are all belong to the
same category. These methods all fall under the auxiliary
caching scope, which represents a form of proactive caching
initiated by the data source. We only differentiate them based
on the form of content retrieval in proactive caching. AC-
POP utilizes usage records’ popularity as an indicator for
auxiliary caching, which is commonly considered in previ-
ous studies [30], [31]. AC-RAND is a naive random strat-
egy, whereas AC-OPT is the optimal strategy for incremental
caching based on the request traffic model. These methods
use the same parameters in the second and third steps of
the auxiliary caching algorithm, and the only difference is
the method used to obtain the candidate incremental caching
list. For the value of hyper parameters, we choose reasonable
parameter values discussed in the next Sect. 4.4.

In the methods we focus on, AC-REC is the prominent
method (proposed in Sect.3) which uses recommendation
to obtain the recommendation list. AC-RAND uses random
sampling to obtain the recommendation list. AC-POP is a
classic method that recommends the mapping record with
the highest global content popularity. AC-OPT is the the-
oretically optimal method for incremental caching, which
directly uses the subsequent requests of the current primary
request as the candidate recommendation list. The present
method is not feasible for real-world systems as it is not pos-
sible to predict future query requests with complete accuracy.
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Fig.6  Average cache hit ratio for different algorithm.

We only use it as a theoretical upper bound for comparison
in simulation results. The average cache hit ratio of these
methods is shown in Fig. 6.

First, it is worth mentioning that the cache hit ratio of
the AC-OPT algorithm outperforms other caching methods,
suggesting the high effectiveness of our auxiliary caching
approach. If the recommendation list is sufficiently con-
sistent with the current traffic distribution model, the cache
hit ratio can be improved by 5-6 times compared to the
traditional LCE method. Second, we compared the AC-
POP, AC-RAND, and AC-REC algorithms and found that
the AC-REC method, which obtains its list of candidates by
a recommendation algorithm, has a higher average cache-
hit ratio over a seven-day period. For example, on June
10th, the cache hit rate of AC-REC reached 19.38%, which
is a 19.08% increase compared to the 16.28% of LCE, and
there was also about a 20% increase on other days. The
AC-RAND algorithm exhibits only a marginal improvement
over LCE, with minimal effect. This could be because the hit
rate of subsequent requests after the primary request is not
improved by the randomly constructed candidate set. The
AC-POP method has a lower cache hit rate than LCE, indicat-
ing that global hot resources have a time limit. Pushing the
same hot records repeatedly to each distributed edge cloud
not only fails to increase the cache hit ratio but also has the
opposite effect. This is because auxiliary caching, due to
caching additional records, will to some extent exacerbate
the replacement process in the cache. The long-tail nature
of requests implies that recommending only popular records
leads to a loss of diversity in the long-tail section of records,
resulting in suboptimal performance for real traffic models.

To observe the trend of cache hit ratio over time in a sin-
gle simulation experiment, we selected request data spanning
three days, tracked them, and calculated the cache hit ratio
with simulation time. The results are shown in the following
Fig.7. At the initialization of the simulation experiment,
there were no cached records on each cache node, and the
cache hit rate was 0. As the experiment progressed, the aver-
age cache hit rate increased rapidly, with the cache hit rate of
the auxiliary caching method increasing slightly faster than
that of LCE, and the cache hit rate of the AC-REC algorithm
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Fig.8

always higher than that of other methods. In the middle of
the simulation experiment, the long-tail distribution effect of
requests began to show, and the increasing number of missed
requests led to a decrease in the overall cache hit rate, which
stabilized after a period of time.

4.4 Discussion

In addition, we conducted grouped experiments on the three
main hyperparameters related to auxiliary caching to analyze
the impact of each parameter on the average cache hit rate and
the average cache space utilization. We divided one day’s
request workload into ten groups based on time averaging,
which were used for 10 independent repeated experiments.
For each group of experiments, we compared representative
LCE, AC-RAND, AC-POP and AC-REC algorithm. The
results are shown in Fig. 8, which show the bar charts of
cache hit rate and cache space utilization rate under different
a, k, and 1o, respectively. The length of the error bars in each
bar chart was determined by calculating the 90% confidence
interval of the data.

Figure 8(a) illustrates that the AC-POP and AC-REC
method outperforms the LCE and AC-RAND methods in
terms of cache hit rate, with a greater difference as « in-
creases. This is because the space utilization quota « deter-
mines the size of the space in which incremental caching can
play a role. When « is small, the number of entries in incre-
mental caching is limited, making it difficult to achieve cache
hit for subsequent requests. When « is large, the number of
entries in incremental caching increases, making it easier to

(b) The impact of standard time-to-live #

Recommended candidate set size k

(c) The impact of candidate set size k

The impact of different hyper parameters.

achieve cache hit, and the corresponding cache space uti-
lization of the switch also increases. However, even when «
is 0.7, thanks to the adaptive dynamic TTL of this method,
the average cache space utilization of the AC-REC method
does not exceed 50%. This level of utilization represents a
favorable and tolerable load state for the device. In contrast,
the cache space utilization of the AC-RAND method has ex-
ceeded 70% when « is 0.7, but it has not achieved a good
cache hit rate improvement. The cache hit rate of the LCE
method is not high, and the cache space utilization rate is
also low under the influence of the TTL timeout mechanism.
In addition, we found that the cache hit rate of AC-POP is
slightly higher than AC-REC and occupies less space. This
proves that using global content popularity as an auxiliary
cache can effectively improve cache hit rate when the total
number of records is small (only 1/10 of the requests were
used in each experiment). However, the effectiveness of
this method is constrained by the accuracy of prior knowl-
edge and it yields poor performance when dealing with a
large number of records which is shown in Fig. 6. Further-
more, implementing it in practical production environments
is challenging.

Another important parameter that affects the results is
the initial lifetime of the cached record, #y. Since we use the
sliding average to update the TTL of the cached record, the
initial lifetime will greatly affect the TTL value of the pri-
mary cache and the auxiliray cache records. From Fig. 8(b),
we can see that the average cache hit rate increases with the
increase of 7y when 7 is small, and it stops increasing after
reaching 600s. After that, a too high 7y will cause the average
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cache hit rate to decrease, which is reflected in all methods.
A larger ty will cause the mapping record not to be cleared
even if it times out, thus consuming a large amount of cache
resources. Many requests are subject to the long-tail effect,
meaning that they are not frequently requested in a short
time frame. Consequently, a significant amount of cache is
rendered invalid. The LRU cache update strategy removes
caches that are truly effective due to a lack of space, resulting
in a reduced cache hit rate. That why it is essential to define
a justifiable value for #y when deploying the cache system in
real network architecture.

Finally, we analyzed the impact of the candidate list
size k on the cache hit rate and cache space utilization rate.
From Fig. 8(c), we can see that increasing the value of k
has little effect on improving the cache hit rate, and when k
reaches a certain value, increasing k will not bring any gain
in cache hit rate or increase the cache space utilization rate
of the switch. This is due to the fact that the actual number
of entries generated for auxiliary caching is influenced by
parameters such as the cache space size and popularity, re-
sulting in a typically small number of entries. Therefore, as
long as the size of the recommendation list is not too small,
it can affect the recommendation. It is worth noting that
AC-REC exhibits a higher cache hit rate than AC-POP when
the number of recommended candidate sets k is small, while
AC-POP performs slightly better when k is large. This indi-
cates that the recommendation strategy of AC-REC, which
is based on temporal and content relevance, is superior to the
strategy of AC-POP, which uses global popularity, in terms
of recommendation accuracy.

5. Conclusion

This paper proposes an approach to auxiliary caching, based
on proactive recommendation, for edge distributed caching
systems. Specifically, we introduce a recommendation list
acquisition method based on joint temporal and geographical
characteristics. This method aims to expand the coverage of
the candidate set and accommodate the cold start state of the
system. Then, We use the remaining available space of the
cache node and the importance of the current request to the
primary cache to determine the number of auxiliary cache
entries. In addition, we dynamically calculate the TTL of the
cache entries using a sliding average algorithm. Finally, we
use a real dataset to experimentally test the algorithm on the
icarus simulation platform. The experiments demonstrate
that the proposed algorithm exhibits excellent performance
in terms of reliability and dynamic adaptability. Moreover,
it outperforms other algorithms regarding the utilization of
cache space and cache hit ratio. We firmly believe that the
caching strategy proposed in this article can bring about a
significant positive impact on distributed edge caching and
mapping record caching in ICN.

Our future improvements will focus on the following
aspects. Firstly, we plan to explore more suitable recommen-
dation algorithms to model the request pattern. Moreover,
we aim to incorporate additional multidimensional features,
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such as total packet volume and request type, in addition
to user behavior to further enhance the recommendation ac-
curacy and improve the effectiveness of the caching mecha-
nism. Furthermore, we intend to apply feedback mechanisms
to our prediction model and iterate continuously to enhance
its adaptive capabilities.
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