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Consumer-branch Connectivity Identification of 

Low Voltage Distribution Networks Based on 

Data-driven Approach 

Yongjun Zhang, Yingqi Yi, Wenyang Deng, Siliang Liu, Lai Zhou, Kaidong Lin, and Yongzhi Cai 

Abstract—Accurate topological information is crucial 

in supporting the coordinated operational requirements 

of source-load-storage in low-voltage distribution net-

works. Comprehensive coverage of smart meters provides 

a database for low-voltage topology identification (LVTI). 

However, because of electricity theft, power line commu-

nication crosstalk, and interruption of communication, 

the measurement data may be distorted. This can seri-

ously affect the performance of LVTI methods. Thus, this 

paper defines hidden errors and proposes an LVTI 

method based on layer-by-layer stepwise regression. In 

the first step, a multi-linear regression model is developed 

for consumer-branch connectivity identification based on 

the energy conservation principle. In the second step, a 

significance factor based on the t-test is proposed to 

modify the identification results by considering the hid-

den errors. In the third step, the regression model and 

significance threshold parameters are iteratively updated 

layer by layer to improve the recall rate of the final iden-

tification results. Finally, simulations of a test system with 

63 users are carried out, and the practical application 

results show that the proposed method can guarantee over 

90% precision under the influence of hidden errors. 

Index Terms—Data driven, hidden error, linear re-

gression, low voltage distribution network, topology 

identification. 
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NOMENCLATURE 

A. Abbreviations 

LVDN low voltage distribution network 

LVTI low-voltage topology identification 

CBCI 
consumers-branch connectivity identifica-

tion 

PLC power line communication 

LSR layer-by-layer stepwise regression 

SR stepwise regression 

RN root node 

SN stem node 

LN leaf node 

ETEs electricity theft errors 

PCEs PLC crosstalk errors 

CMEs communication mistake errors 

LS least squares 

IQP integer quadratic programming 

LASSO 
least absolute shrinkage and selection 

operator 

B. Variables 

J set of indices of stem nodes 

H set of indices of measurements 

C set of indices of leaf nodes 

Q set of electric larceny consumers 

Z set of non-segment consumers 

K 
set of consumers with communication 

anomalies 

X
 

subset of leaf nodes depended on the Φth 

stem node 

  
subset of significant factor corresponding to 

X
 

X 
 

intersection of subset of leaf nodes de-

pended on different stem node 

# max  
set of significant factor maximum corre-

sponding to X 
 

RX 
 

corrected subset of leaf nodes depended on 

the Φth stem node 

C
 set of indices of leaf nodes in subset X
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C
 set of indices of leaf nodes in intersection X 

 

RC 
 

set of indices of leaf nodes in corrected 

subset 

ΦI  
vector of injection current phasor for the 

Φth stem node 

ΦI  
vector of injection current magnitude for 

the Φth stem node 

Φω  vector of coefficient for the Φth stem node 

DI  matrix of current phasor for leaf nodes 

DjI  vector of injection current magnitude for 

the jth leaf node 

Y 
vector of the current magnitude meas-

urements for the stem node 

X 
design matrix of the current magnitude 

measurements for the leaf nodes 

β vector of regression coefficient 

e vector of errors 

*
β  

least squares estimation of regression coef-

ficients 

se  vector of measurement errors 

he  vector of hidden errors 

hqe  vector of electricity theft errors 

hze  
vector of PLC subnetwork information 

errors 

hke  vector of communication mistake errors 

ΦiI  
injection current phasor of the Φth stem 

node at the ith time instant 

DijI  
load current phasor of the jth leaf node at 

the ith time instant 

DijI  load current magnitude of the jth leaf node 

at the ith time instant 

DQijI  
measurement of load current for the jth 

electric larceny consumer at the ith time 

instant 

j  regression coefficient of the jth independ-

ent variable 

0P  P-value for the t-test of 0j   

1P  P-value for the t-test of 1j   

ξ significance factor 

( )Φx j  
leaf node corresponding to the jth signifi-

cant independent variable in subset X
 

( )Φ j  significance factor for ( )Φx j  

# ( )x j  

leaf node corresponding to the jth signifi-
cant independent variable in intersection 

X  

# ( )j  
maximum significance factor for # ( )x j  in 

the different X
 

R ( )Φx j  
leaf node corresponding to the jth signifi-

cant independent variable in correct subset 

XRΦ 

Φn  
number of the significant independent 

variables in subset XΦ 

#n  
number of the significant independent 

variables in subset X# 

RΦn  
number of the significant independent 

variables in correct subset 
RX 

 

p  precision rate 

r  recall rate 

correctN  
number of consumers with identifiable 

phase connectivity information from algo-

rithms 

outputN  
number of consumers with correct phase 

identification from the outputs of algo-

rithms 

entry  significance introduced threshold 

remove  significance remove threshold 

Δλ 
increment of significance threshold in each 

iteration 

max  maximum significance threshold. 

Ⅰ.   INTRODUCTION 

s the climate goals of “carbon emission peak” and 

“carbon neutrality” proposed by China are in-

creasingly being valued by various countries [1] and a 

large number of end-users are actively accelerating 

power substitution and emission reduction transfor-

mation, the low-voltage distribution network (LVDN) is 

expected to meet the requirements of flexible configu-

ration and coordinated operation of source-load-storage 

resource in the future [2]. The realization of these goals 

is highly dependent on the digitalization level of the 

LVDN, and one of its important features is complete 

and accurate topology information. However, because 

of the limited coverage of measurement devices, com-

plex network structure, and frequent changes, the net-

work topology information of an LVDN has generally 

been unavailable or inaccurate for a long time. This has 

limited the intelligence and refinement of LVDN plan-

ning, operation, and management [3]. 

Research on network topology identification has been 

carried out from a very early stage. Initially, topology 

identification was carried out to solve the problem of 

possible false alarms in remote telecommunications [4]. 

Subsequently, the concept appeared in power system 

state estimation studies, though the identification was 

mainly for transmission grids [5]. In recent years, with 

the comprehensive coverage of the advanced meas-

urement system in LVDN, the low-voltage topology 

identification (LVTI) problem has gradually attracted 

widespread attention. The existing LVTI methods that 

are based on being data-driven can be divided into two 

categories: one based on voltage correlation and the 

other on energy conservation. These methods involve 

correlation analysis, dimension reduction, linear re-

gression, integer programming, maximum likelihood 

estimation, machine learning, etc. 

A 
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Based on voltage correlation, references [6] and [7] 

correct the LVDN topology connection information by 

comparing correlation of the time series of voltage 

measurements. However, the performance can be poor 

in the event of short electrical distances, light load, or 

balanced three-phase load. References [8] and [9] use 

the linear regression method to identify node connec-

tivity and line parameters based on the line voltage drop 

model, while reference [10] extends its application to 

three-phase four-wire LVDN. However, they are re-

stricted to only finding parent nodes because of the 

radial topology assumption. Reference [11] proves that 

the node connectivity identification problems, in radial 

and mesh structures, can be formulated as a linear re-

gression with group lasso. In [12] and [13], a nodal 

voltage probability distribution model and a Markov 

random field model are established, respectively, to 

realize topology identification with maxi-

mum-likelihood estimation. For machine learning, ref-

erence [14] compares the performance of supervised 

learning methods such as decision trees, random forests, 

and AdaBoost algorithms. As the training data labels are 

difficult to obtain in practice, the application of such 

methods is limited. For unsupervised learning, the 

methods for LVTI based on a clustering algorithm are 

proposed in [15]. Although it does not need training 

data, it is sensitive to the algorithm parameters and this 

may lead to serious errors. 

Based on energy conservation, an integer quadratic 

programming model is established in [16], [17] for 

phase identification. However, it is sensitive to bad and 

incomplete data. Reference [18] converts the LVTI 

problem into a mixed-integer linear program. Although 

the efficiency of the solution is improved, it requires the 

acquisition of phase angle information, which in turn 

requires the installation of phasor measurement units 

and is a very costly investment for LVDN [11]. In [19], 

LVTI is transformed into a maximum-likelihood esti-

mation model of system parameter values, and an iter-

ative solution method is used to estimate the line pa-

rameters and topology structure. Based on the study, the 

influence of measurement error and network topology 

change is taken into consideration, and a more general 

method is proposed in [20]. However, it is necessary to 

have measurement devices at each node, which is not 

applicable in LVDN. References [21] and [22] com-

press the dimension of current measurements of the 

upstream and downstream nodes for topology identifi-

cation based on the Fourier transform or principal 

component analysis [23]. Reference [24] proposes a 

phase identification method based on lasso regression, 

though it only considers the effect of measurement 

noise on the identification performance. Considering 

the hidden error, reference [25] proposes a stepwise 

regression (SR) algorithm to improve the precision of 

consumer phase identification. However, high precision 

accuracy is obtained at the expense of recall, and the 

exact definition of hidden error is lacking. 

Building on the research of [25], an layer-by-layer 

stepwise regression (LSR) algorithm is proposed in this 

paper, based on the SR model and the iterative updating of 

significance threshold parameters. The proposed method 

uses only the current measurements to quantitatively an-

alyze the influence of different types of hidden error, such 

as electricity theft [26], power line communication (PLC) 

crosstalk [27], and interruption of communication [28]. 

The main contributions of this paper are: 

1) Based on the principle of energy conservation, an 

LSR algorithm for consumer-branch connectivity iden-

tification (CBCI) is proposed to improve the recall rate 

compared with [25]. 

2) The three most common types of hidden error are 

defined and methods for quantitative assessment of 

hidden errors in LVDN are proposed. 

3) The identification performance of the LSR algo-

rithm with different types and sizes of hidden error sce-

narios is analyzed by comparison with other methods. 

4) The LSR algorithm is applied to identify actual 

LVDN topology, and the feasibility of the proposed 

method is verified by comparison with real topology 

data after field investigation. 

The remainder of this paper is organized as follows. 

Section Ⅱ presents the problem discription of consum-

er-branch connectivity identification in LVDN. Section 

III defines hidden errors, and Section IV proposes an 

LVTI method based on layer-by-layer stepwise regres-

sion. In Section V, simulation results of proposed 

method is presented, and Section Ⅵ presents the main 

conclusions of the paper. 

Ⅱ.   PROBLEM DESCRIPTION 

LVDN is located at the end of the power system and 

can be structurally understood as a collection of several 

power supply units with an middle voltage/ low voltage 

(MV/LV) transformer as the root node. This can be 

called the LVDN segment. An LVDN segment is a 

relatively independent power supply network consisting 

of an MV/LV transformer, power lines, and consumers. 

As shown in Fig. 1, the network topology of an LVDN 

segment can be described as a radial tree structure con-

sisting of a root node (RN), stem nodes (SNs) and leaf 

nodes (LNs). RN represents the MV/LV transformer, 

SNs represent the A/B/C phase feeds on the LV side of 

the MV/LV transformer or the branches, and LNs rep-

resent the equivalent single-phase consumers, where a 

three-phase consumer can be equal to three single-phase 

consumers. From the power flow perspective, when the 

integration of distributed generations is not considered, 

the energy consumption of all LNs in the LVDN is 

supplied by a specific SN upstream. 
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Fig. 1.  LVDN topology. 

The LVTI described in this paper is to identify the 

consumer-branch connectivity in the LVDN segment. 

This can also be called the stem-leaf node connectivity 

relationship. In general, the root-leaf node connectivity 

relationship can be obtained based on the PLC 

sub-network information stored in the data concentrator 

units [27]. As shown in Fig. 1, all LNs are connected to 

the SN that represents the B phase feed. 
At present, smart meters or current sensors are in-

stalled in almost all LNs and partial SNs to collect 
current and voltage measurement data [30] with a res-
olution of 15 min. Suppose there are N LNs and M SNs 
in this LVDN segment, as well as T measurements of 

current data. Let  1, 2, ,J M ,  1, 2, ,H T , 

and  1, 2, , .C N  The SNs current vector is 

T
Φ I , the LNs load current matrix is 

D
T NI . 

The topology coefficient vector N
Φ ω can be ex-

pressed as: 

1[ , , , ], ,Φ Φ Φi ΦT i H J  I I I I         (1) 

D D ( )[ ] , ,ij T N i H j C  I I               (2) 

T
1[ , , , ] , ,Φ Φ Φj ΦN j C J  ω ω ω ω      (3) 

where J is the set of indices of SNs; H is the set of in-
dices of measurements; C is the set of indices of LNs; 

 0,1Φj ω  denotes the connectivity relationship of the 

jth LN to the Φth SN, with 1 indicating they are con-

nected and 0 that they are not; ΦiI
 
is the injection cur-

rent phasor of the Φth SN at the ith time instant; and 

DijI
 
is the load current phasor of the jth LN at the ith 

time instant. From Kirchhoff’s current law, these linear 
equations can be expressed as: 

DΦ ΦI I ω                              (4) 

LVTI is primarily based on solving (4) to obtain the 

topology coefficient vector, which reflects the rela-

tionship of connectivity between SNs and LNs. Since 

the phase angle data cannot be measured by sensors or 

smart meters [29], current magnitude measurements 

are used to replace the current phasor measurements. 

Considering the impact of errors, the current magni-

tude measurements can be expressed as: 

 Y X e                             (5) 

s he = e + e                              (6) 

where TY  is the vector of the current magnitude 

measurements for the SN; T NX  is the design 
matrix of the current magnitude measurements for the 

LNs; 
T

1[ , , , ]j N  β is the regression coeffi-

cient vector with unknown values; the errors Te  is 
a random error vector, including the measurement errors 

s
Te  and hidden errors 

h .Te  The measurement 

errors se  are caused by meter reading errors and clock 

synchronization errors, and so can be modelled to be a 
zero-mean Gaussian distribution [23]. The measure-

ment error rate s  ranges from 0.1% to 8% considering 

metering errors and clock synchronization errors sim-
ultaneously [25]. 

Ⅲ.   HIDDEN ERRORS 

Measurement errors can be predicted in size, and are 
referred to in this paper as “apparent errors”. In addition, 
considering that there may be serious distortion of 
measurement data due to severe problems such as elec-
tricity theft, PLC crosstalk and communication inter-
ruptions in LVDN, the errors caused by such problems 
are generally unpredictable and hidden, so they are 
called “hidden errors” in this paper. The three types of 

hidden errors are: electricity theft errors (ETEs) hqe , 

PLC crosstalk errors (PCEs) hze  and communication 

mistake errors (CMEs) hke . The total hidden errors he  

is therefore given as: 

h hq hz hk  e e e e                         (7) 

ETEs refer to hidden errors introduced by electricity 

theft, which is usually caused by modifying smart meter 

records or bypassing electricity consumption in such a 

way that the measurements of the customer’s load cur-

rent are zero or much smaller than the real load current. 

In a certain time period S, the magnitude and rate of 

ETEs can be expressed respectively as: 

hq D DQ

1
= ( )ij ij

i S j Q

I I
S  

 
 

 
 e                   (8) 

hq D DQ D

1
= ( )/ij ij ij

i S j Q j N

I I I
S


  

 
 

 
              (9) 

where Q is the set of electric larceny consumers; DQijI  

is the measurement of load current for the jth electric 

larceny consumer at the ith time instant; and 
DijI  is the 

true value of load current magnitude for the jth LN at 
the ith time instant. Considering that the phase angle 
data cannot be measured by sensors or smart meters in 

an LVDN, the current magnitude DijI  is used in practice 

to replace the current phasor DijI . 
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PCEs refer to hidden errors introduced by PLC 

crosstalk between neighboring LVDN segments, re-

sulting in PLC subnetwork information that reflects the 

incorrect root-leaf node connection relationship of this 

LVDN segment. This relationship is manifested by the 

mixing of non-subscribers in the user file of this segment. 

The load current data collected by non-subscribers of 

this segment seriously interfere with the identification of 

the stem-leaf node dependency relationship of this 

LVDN segment. In a certain period S, the magnitude and 

rate of PCEs can be expressed respectively as: 

hz D

Z

1
= ij

i S j

I
S  

 
 
 

 e                         (10) 

hz D D

Z

1
= /ij ij

i S j j N

I I
S


  

 
 
 

                     (11) 

where Z is the set of non-segment consumers. 

CMEs refer to hidden errors introduced by external 

interference or relay anomalies during the consumer 

load data collection process, resulting in missing or zero 

load data for some consumers at some time instants. The 

magnitude and rate of CMEs within a certain time pe-

riod S can be expressed respectively as: 

hk D

1
= ij

i S j K

I
S  

 
 
 

 e

                      

(12) 

hk D D

1
= /ij ij

i S j K j N

I I
S


  

 
 
 

  
               

(13) 

where K is the set of consumers with communication 

anomalies. 

The total hidden error rate h , when ETEs, PCEs, 

and CMEs are present simultaneously in the segment 
area, can be calculated as: 

h hq hz hk                             (14) 

Ⅳ.   TOPOLOGY IDENTIFICATION METHOD 

The SR method proposed in [25] provides a systematic 

way of identifying the network topology in a statistical 

framework that takes hidden errors into account. How-

ever, as the results of the SR method are easily affected 

by the parameter settings of the algorithm, it can lead to 

partial stem-leaf node connectivity relationships which 

cannot be determined. Thus, an LSR method is proposed 

in this paper and its key steps are as follows. 

1) A multiple linear regression model shown in (5) is 

formulated using the current magnitudes of SN and LNs 

as a dependent variable and independent variables, re-

spectively.  

2) The significance threshold parameters are set, and 

the SR algorithm is used to obtain each stem-leaf node 

subset that reflects the connection relationship between 

SNs and LNs, while the results are corrected based on 

the significance factor. 

3) The independent variables for which the subset of 

stem-leaf node has been specified in the previous step 

are removed from the set of LNs, and the SR calculation 

is continued after updating the regression model and 

increasing the significance threshold values. 

4) Step 3 is repeated until the significance threshold 

reaches the maximum limit and the final identification 

result is specified. 

A. Significance of Regression Coefficients 

1) Estimation of Regression Coefficients 
For the linear regression model (5), if errors e satis-

fies the normal distribution, i.e. 2~ (0, )N e I , the least 

squares estimation of regression is given as: 
2 1~ ( , ( ) )N  β β X X                   (15) 

2~ ( , )j j jjN c  
                     (16) 

where 
β  is the least squares estimation of regression 

coefficients;  is the standard deviation of the residuals 

of a fitted linear regression model; jjc  is the diagonal 

elements of matrix 
1( )X X . 

Equation (15) indicates that 
β  is an unbiased esti-

mation of regression coefficients, which can be inter-

preted as that this estimation has no systematic bias. It 

means that the estimation of regression coefficients 

may sometimes be lager or small in different sample 

spaces, but these deviations, which can be positive or 

negative, are statistically equal to zero on average. 

According to (16), the error of the estimated regres-

sion coefficient j


 can be expressed as: 

1/2Var( )j jjc                        (17) 

where 1/2Var( )j
  reflects the variation range of dif-

ferent sample spaces. As the value of   is generally 

unknown, an unbiased estimate  
 of   is used in-

stead, i.e.:  

SE /( )S S N                       (18) 

T T T

SES  Y Y β X Y                   (19) 

where SSE is the residual sum of squares, whose size 

reflects the degree of fitting between the actual data and 

the theoretical model in (5). The smaller the SSE, the 

better the fitting between the data and the model. 

If 1/2Var( )j
  is small, the least squares estimation of 

the regression coefficient can be considered to be more 

precise. Thus, the relationship of connectivity between 

SNs and LNs can be determined based on the estimation 

of the regression coefficient. However, errors, and espe-

cially the hidden errors, can lead to a large SSE, and thus, 

the standard deviation of the estimation of regression 

coefficients can be large. It indicates that estimation of 

regression coefficients has great uncertainty. Therefore, 
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the accuracy of traditional methods based on the estima-

tion of regression coefficients will be greatly unreliable.  

2) Significance Test and Significance Factor 

Instead of focusing on the least squares estimation of 

regression coefficients, the SR algorithm proposed in 

[25] identifies the consumers-branch connectivity based 

on the significance test of regression coefficients.  

The observations of the dependent variable are sig-

nificantly influenced by the independent variables if the 

corresponding LNs are connected to this SN. This 

means that the estimated value of corresponding re-

gression coefficients should be significantly different 

from 0, and approaching 1. It is equivalent to testing 

whether hypothesis (20) is rejected, i.e.: 

0H : 0,j j C                         (20) 

According to (15), when the hypothesis (20) is ac-

cepted, then there is: 

~ (0,1)
j

jj

N
c







                      (21) 

In linear regression, the t-statistic is the test statistic 

for the analysis of variance approach to test the signif-

icance of the components in the model. The t-statistic 

can be calculated as: 

-0 -~
j

j T N

jj

t t
c








                    (22) 

where -T Nt  is the t distribution with S-N degrees of 

freedom. Then the probability that the hypothesis (20) 

holds is: 

0 - -0( 0) ( | |)j T N jP P P t t   ＞           (23) 

where 0P  represents the P-value for the t-test for 

0j  . Similarly, 1P , the P-value for the t-test for 

1j  , can be calculated by the above method. So, the 

smaller the values of 0P  and 1P , the lower the proba-

bilities of 0j   and 1j  . 

According to the linear correlation principle, for the 
consumer with small error and heavy load, the expected 
value of the regression coefficient estimation should be 
close to 1 and the variance should be close to 0. It means 

that the probability of 1j   is large and the probability 

of 0j   is small. Based on this principle, the signifi-

cance factor   can be defined as: 

1 0ln( / )P P 
                             

(24) 

The   values are in the range ( , )  . If 1 0P P＞ , 

then 0＞ . In extreme cases, if 1 1P   and 0 0P  , the 

likelihood for 1j   will be the highest. Conversely, if 

1 0P P＜ , then 0＜ . In extreme cases, if 1 0P   and 

0 1P  , the likelihood for 0j   will be the highest. If 

1 0P P  then 0 = . This means that the likelihood for 

0j   or 1 will be the same at the highest uncertainty. 

B. LSR Algorithm 

1) SR Algorithm 
The SR algorithm is based on the results of the sig-

nificance test of the independent variables to find a 
subset of independent variables that explain the highest 
degree of observations of the dependent variable by 
iteration. The main approach is that the variables are 
introduced to the linear regression model in turn, and if 

the jth independent variable jx  meets the introduction 

criteria based on its significance, i.e., 0 entryjP  , this 

new variable is introduced. Each time a new variable is 
introduced, the old variables of the selected equations 
are tested one by one. If the non-significant exclusion 

condition is met, i.e., 0 remove ,iP   then the ith inde-

pendent variable ix  is removed to ensure that all varia-

bles in the subset ΦX  are all significant. This process is 

repeated several times until no new variable can be 
introduced. The overall flowchart for the SR algorithm 

process is shown in Fig. 2. ΦX  is the subset of signifi-

cant independent variables, remainX is the subset of re-

maining independent variables, while entry  and remove  

are the significance thresholds set in advance.  

 

Fig. 2.  Flowchart for the SR algorithm process. 

In order to avoid getting stuck in an “intro-
duce-remove-introduce” cycle for the same variable, it 
is generally required that the significance threshold of 
the introduced independent variable is less than the 
significance threshold of the removed independent 

variable, i.e., entry remove ＜ . 

The SR method can be applied to find the subset of 
independent variables which make significant contri-
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butions to the dependent variable in the regression 

model (5). ΦX  reflects the relationship of connectivity 

between the thΦ  SN and LNs, which can be called the 
stem-leaf node subset. The subset of significance factor 

Φ  is obtained by calculating the significance factors 

for each independent variable in ΦX , as: 

{ (1), , ( ), , ( )}, ,Φ Φ Φ Φ Φ ΦX x x j x n Φ J j C      (25) 

{ (1), , ( ), , ( )}, ,Φ Φ Φ Φ Φ Φj n Φ J j C         (26) 

2) SR Results in Correction 
Each stem-leaf node subset can be obtained according 

to the SR results, but the apparent and hidden errors can 

lead to some identification errors or intersections be-

tween each subset. Because of the physical limitations, 

LN cannot connect to different SNs at the same time, so 

the results should be modified according to the signifi-

cance factor. Here we define #X  as the intersection of 

all stem-leaf node subsets, i.e.: 

# 1 2 MX X X X                            (27) 

# # # # # #{ (1), , ( ), , ( )},X x x j x n j C             (28) 

#max # # # # #{ (1), , ( ), , ( )},j n j C     
     

(29) 

# # #( ) max{ | ( ), ( ) ( ), , , }Φ Φ Φj k x k x j Φ J k C j C      

 (30) 

where # ( )x j  is the LN corresponding to the jth inde-

pendent variable in intersection #X ; # max  is the set of 

maximum values of the significance factors related to 

the independent variables in intersection #X ; and 

# ( )j  is the maximum significance factor for x#(j) in 

different ΦX . 

To improve the accuracy of the identification results 

of the SR algorithm, the identification results should be 

corrected according to Φ  and # max , based on the 

following two rules: 

1) For any ( )Φ Φx j X , if ( ) 0Φ j ＜ , it indicates that 

the LN has low confidence in belonging to the thΦ  SN 
and should be removed from the stem-leaf node subset 

ΦX . 

2) For any #( )Φx j X , if #( ) ( )Φ j j  , this indi-

cates that the LN belongs to the thΦ  SN with the 
highest confidence and should be removed from the 
other subset of stem-leaf nodes. 

Based on the above rules, the corrected stem-leaf 

node subset RΦX  is obtained as: 

R R R R R R{ (1), , ( ), , ( )}, ,Φ Φ Φ Φ Φ ΦX x x j x n Φ J j C    

 (31) 

where R ( )Φx j  is the LN corresponding to the jth sig-

nificant independent variable in the correct subset 

RΦX . 

3) LSR Algorithm Process 

The identification results of the SR algorithm can be 

affected by setting the significance threshold parameter 

simultaneously. When the significance threshold is set 

more strictly, LNs with small loads and negligible fluc-

tuations have a high probability of not being selected in a 

single SR calculation in a subset of stem-leaf nodes, i.e., 

the stem-leaf connection relationship of this consumer 

cannot be determined. Thus, this paper improves the SR 

algorithm and proposes an LSR algorithm for the LVTI 

problem. The significance threshold is increased and the 

regression model is updated by a layer-by-layer iterative 

process in the LSR algorithm to ensure that the topology 

information of as many consumers as possible is reliably 

determined. The overall flowchart for the LSR algorithm 

process is shown in Fig. 3. 

 

Fig. 3.  Flowchart for the LSR algorithm process. 

In step 5 of the above algorithm process, Y  is the 

vector of observations of the dependent variable, cal-

culated as: 

R

D= ,Φ j

j X

J





   Y I I                 (32) 

where I  is the vector of injection current magnitude 

for the Φth stem node; DjI  is the vector of injection 

current magnitude for the jth leaf node. 
X  is the updated design matrix obtained from the 

specified stem-leaf node dependence, calculated as: 

D all[ ] , , ( )ij T N ΦI i H j C C
      X      (33) 

where allΦC  is the set of LNs for which the stem-leaf 

connection relationship is specified and is calculated as: 

all R1 R R... ,Φ Φ MC X X X Φ J    (34) 

In the LSR algorithm process, when the stem-leaf 
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connection relationship of the remaining LNs cannot be 

determined by the SR algorithm, i.e., RΦX  Ø, the 

significance threshold needs to be increased to ensure 
that the topology information of more LNs can be de-
termined. If the threshold is set for a significant increase 
in Δλ, when the increasement reaches a certain level, i.e., 

remove max ＞ , the layer-by-layer iterative process is 

suspended and the final identification result is the out-
put. For the remaining and undetermined LNs, the 
voltage correlation analysis or site survey methods can 
be considered to identify their stem-leaf connection 
relationship. 

C. Algorithm Performance Evaluation 

In order to fully evaluate the performance of the al-

gorithm [25], two metrics are defined: precision p  

and recall r , which are calculated as: 

p correct ouput/ 100%N N                 (35) 

r correct / 100%N N 
                   

 (36) 

where ouputN  is the total number of LNs whose 

stem-leaf connection relationship can be determined by 

the LSR algorithm; while correctN  is the total number of 

LNs whose stem-leaf connection relationship is cor-
rectly determined in the output. 

Ⅴ.   SIMULATION RESULTS 

A. Test System 

Referring to the simulation of Case 4 in [15], a LVDN 

test system with a total number of 63 subscribers is 

established, as shown in Fig. 4.  

 

Fig. 4.  LVDN test system with 63 users. 

As seen, the primary SNs are numbered from S1 to S3, 

the secondary SNs are numbered from S11 to S32, and 

the LNs are numbered from C1 to C63. 

B. Identification Procedure 

The proposed method is validated using real load 

data from an area in Guangdong, China as an example. 

Consumer load data are collected at 15-min intervals, 

and there are a total of 192 time segments. The average 

value and size of the standard deviation of the active 

power load during this time period are shown in Fig. 5. 

The errorless current data in each SN and all LNs are 

calculated by running power flow 192 times based on 

the collected load data. The measurement error 

s( 8%)   is added to the current data in each SN and all 

LNs to simulate the meter reading errors and clock 

synchronization errors. 

 
Fig. 5.  Mean and standard deviation of consumer load. 

The significance threshold is set as remove 0.01  , 

entry 0.005  , 0.1  , and max 0.5  . Using the 

injection current of the secondary SNs as the dependent 

variables and the load current of each LN as the inde-

pendent variables, the SR algorithm proposed in [25] is 

used to calculate the stem-leaf node connection rela-

tionship. The results are shown in Table Ⅰ, where the red 

numbers indicate users with incorrectly identified 

stem-leaf node connection relationship. 

TABLE Ⅰ 

IDENTIFICATION RESULT OF THE SR ALGORITHM 

SNs Subset of LNs 

S11 2, 3, 4, 5, 6, 7, 8, 9, 10 

S12 10, 11, 12, 13, 14, 15, 50 

S21 16, 17, 18, 22, 23, 24, 26 

S22 27, 28, 29, 30, 31, 33, 34, 35, 36, 37, 38 

S31 39, 40, 41, 42, 43, 44, 45, 46, 47, 48 

S32 36, 37, 49, 50, 51, 52, 53, 54, 56, 57, 58, 59, 61, 63 

Not identified 1, 19, 20, 21, 25, 32, 55, 60, 62 

As can be seen from Table Ⅰ, when the measurement 
error is large, relying only on the significance test values 

of 0P  to filter the variables, leads to not only false 

identification p( 94.4%) , but also a recall rate r  

of only 85.7%, in addition to the intersection between 
the subsets of LNs corresponding to different SNs. 

To improve the precision rate and avoid the violation 

of physical constraints due to the intersection between 

each stem-leaf node subset, the SR results need to be 
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corrected according to the significance factor. For 

users of C36, C37, and C50 intersections, the com-

parison of the significant factor values when they be-

long to different SNs is shown in Table Ⅱ. 
As can be seen from Table Ⅱ, although users C36, 

C37 and C50 are all significant for different SNs 

( 0P <0.01), the confidence level of intersection users 

belonging to different SNs can be clearly distinguished 
based on the significance factor values in Table Ⅱ. 
Then, the SR results are corrected by the significance 
factor to obtain Table Ⅲ. 

TABLE Ⅱ 

SIGNIFICANCE FACTORS FOR C10, C36, C37, C50 

LNs SNs 0P  1P  ξ 

C10 
S11 1.04×1017 0.97 39.07 

S12 0.00341 4.12×1055 -119.55 

C36 
S22 3.1×108 0.99 17.27 

S32 3.3×103 6.0×108 -10.91 

C37 
S22 1.2×1044 0.86 100.94 

S32 9.3×104 3.89×108 -10.08 

C50 
S12 4.7×104 3.9×10119 -264.9 

S32 4.4×1036 0.68 81.01 

TABLE Ⅲ 

SR IDENTIFICATION CORRECTION RESULT 

SNs Subset of LNs 

S11 2, 3, 4, 5, 6, 7, 8, 9, 10 

S12 11, 12, 13, 14, 15 

S21 16, 17, 18, 22, 23, 24, 26 

S22 27, 28, 29, 30, 31, 33, 34, 35, 36, 37, 38 

S31 39, 40, 41, 42, 43, 44, 45, 46, 47, 48 

S32 49, 50, 51, 52, 53, 54, 56, 57, 58, 59, 61, 63 

Not identified 1, 19, 20, 21, 25, 32, 55, 60, 62 

As can be seen from the Table Ⅲ, the corrected results 

avoid misidentification and the precision rate can reach 

100%. However, because the significance threshold is set 

conservatively, the recall rate is still only 85.7%. To 

further improve the recall rate, the LSR algorithm is used 

and the final identification results are shown in Table Ⅳ. 

The changes in the significance threshold λremove and the 

precision and recall rates of the algorithm during the 

iteration of the LSR algorithm are shown in Fig. 6. 

 
Fig. 6.  SR identification correction results of the algorithm under 

layer-by-layer iteration. 

As can be seen from Table Ⅳ, although the final 
identification result has a reduced precision rate 

p( 96.8%) , the recall rate is significantly increased 

r( 98.4%) , while only the stem-leaf dependence of 

C20 is not detected. From Fig. 4, the average load and 
fluctuation of the user C20 are both very small, so the 
algorithm is unable to determine the stem-leaf node 
connection relationship. 

TABLE Ⅳ 

IDENTIFICATION RESULTS OF LSR 

SNs Subset of LNs 

S11 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 

S12 11, 12, 13, 14, 15 

S21 16, 17, 18, 19, 21, 22, 23, 24, 26 

S22 25, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38 

S31 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 55 

S32 
49, 50, 51, 52, 53, 54, 56, 57, 58, 59, 60, 61, 62, 

63 

Not identified 20 

As can be seen from Fig. 6, the continuous increase of 

the significance threshold remove  during the lay-

er-by-layer iterations allows the identification of more 

stem-leaf dependencies. Thus, the recall rate continues 

increasing, though the precision rate decreases slightly. 

In general, the operator can set the threshold max  ac-

cording to target preference. The higher the threshold 

max , the higher the recall rate, and vice versa. 

C. Analysis of the Impact of Hidden Errors 

When considering the effect of different types of 

hidden errors, different procedures M1 (least squares 

(LS) [31]), M2 (integer quadratic programming (IQP) 

[16]), M3 (least absolute shrinkage and selection op-

erator lasso regression [24]), and M4 (LSR proposed in 

this paper) are set and their identification results are 

compared. There are several hidden error scenarios, 

which are discussed below. 

1) Only a Single Type of Hidden Error Exists  
There is only a single category of hidden error such 

as ETEs, PCEs or CMEs, and the hidden error is added 
to the measurement data. For example, when there is 
only ETEs in the LVDN, the current measurements of 
partial users will be reduced to one-tenth of the true 
measurements. The precision rates of methods M1 to 
M4, as well as the recall rates of method M4 are cal-

culated when the hidden error rate hq , hz  or hk  

varies between 0 and 10%, respectively. The results 
are shown in Fig. 7, where the red curves indicate the 
recall rate of the M4 method at different error rates, 
and the different columns indicate the precision rates 
of methods M1 to M4. 

As can be seen from Fig. 7, for the same error size, 

CMEs can cause more significant decrease in precision 
rate than the other two types of hidden errors. This is 

because CMEs can cause significant fitting errors at 

some time instants, which in turn amplifies SSE and 

leads to greater uncertainty in the estimated values of 
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regression coefficients. Therefore, the performances of 

M1M3 based on comparison of estimated values of 

regression coefficients are poor. 

The precision rate of the M4 method decreases with 

the increase of the error rate, but remains above 90%, 

so the accuracy of the LVTI results can be effectively 

guaranteed. In addition, M2 performs better than other 

methods in the absence of hidden error, which indi-

cates that IQP has better performance when only the 

measurement error is considered. 

 

 

 

Fig. 7.  Identification results for M1 to M4 under the influence of 

a single type of hidden errors. (a) ETEs. (b) PCEs. (c) CMEs. 

2) Multiple Types of Hidden Errors Exist Simultaneously 

If multiple types of hidden errors such as ETEs, 

PCEs, and CMEs exist in the LVDN at the same time, 

the precision rates of methods M1 to M4, as well as the 

recall rates of the method M4 are calculated and shown 

by the red curve, when the hidden error rate h  varies 

from 0 to 25%, in Fig. 8. 

 
Fig. 8.  Identification results for M1 to M4 under combined errors. 

As can be seen from Fig. 8, when there are several 

types of hidden errors at the same time, the precision 

rates of methods M1 to M4 are lower than those with 

only ETEs or PCEs, but are slightly better than the 

CMEs alone. Therefore, the accuracy of the algorithm 

depends on the type of hidden errors The greatest 

impact on the identification performance is when 

considering several types of hidden errors simultane-

ously. When the error increases further, the precision 

rate of the proposed method will decrease further while 

the recall rate maintains at a certain level. This is be-

cause the recall rate is mainly determined by the 

threshold max ,  while the precision rate is influenced 

by the size of the hidden errors.  

There are typically various hidden errors in meas-

urement data in LVDN, and it is impossible to distin-

guish between the types of hidden error or the propor-

tion of each type. This is the characteristic of hidden 

error, and is also a problem that most studies tend to 

overlook. In pilot application, the influence of uncer-

tain hidden errors on the performance of the method 

can be alleviated by increasing the number of observed 

samples or removing obviously abnormal sample data. 

3) Identification of Stem-leaf Node Connection Rela-

tionship at Different Levels 

In order to compare the effectiveness of the pro-

posed M4 algorithm for identifying stem-leaf node 

dependence at different levels, the following two cases 

are compared. 

Case 1: The injected current in the secondary SNs 

(S11 to S32) is selected as the dependent variables and 

the outflow current of all LNs is selected as the inde-

pendent variables. 

Case 2: The injected current in primary SNs (S1 to S3) 

is chosen as the dependent variables and the outflow 

current of all LNs is chosen as the independent variables. 

The precision rates of methods M1 to M4, as well as 

the recall rate of the method M4 in Case 2 are calcu-

lated and shown in Fig. 9. 
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Fig. 9.  Identification results for M1 to M4 under the influence of a 

single type of hidden error in Case 2. (a) ETEs. (b) PCEs. (c) CMEs. 

As can be seen from Figs. 8 and 9, when the size of 

stem-leaf node subsets to be identified is small in Case 2, 

a large regression fitting error can lead to an increase in 

the uncertainty of the estimated regression coefficients 

for the same size of hidden errors. Therefore, the preci-

sions of M1 to M4 in Case 1 are better than those of Case 

2 under the influence of a single type of hidden error.  
If multiple types of hidden errors such as ETEs, 

PCEs, and CMEs exist simultaneously, the precision 

and recall rates are calculated when the error rate h  

varies from 0 to 25% as shown in Fig. 10. 

As can be seen from Fig. 10, the precision and recall 

rates of the algorithm in Case 1 are better than those of 

Case 2. It shows that the finer the granularity of the to-

pology identification, the greater the difference in the 

significance test of regression coefficients. Therefore, 

better algorithm performance is obtained in Case 2. 

 

Fig. 10.  Identification results for M4 at different levels. 

D. Pilot Application 

In this paper, four actual LVDN segments in 

Guangdong, China, are selected as pilot applications. 

The current and voltage measurement data of each 

meter in the LVDN are collected at 15-min intervals 

through the temporary installation of additional com-

munication terminals. Because of the variation in the 

duration of temporary installation of the terminals, the 

size of the data samples collected also varies. The geo-

graphical location information and topological connec-

tivity of the four LVDN segments are shown in Fig. 11.  
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Fig. 11. Geographic location information and topological con-

nectivity of four pilot LVDNs. (a) Segment 1. (b) Segment 2. (c) 

Segment 3 and Segment 4. 

The experimental setup of the pilot applications is as 

follows. 

1) Appropriate LVDN segments are chosen as the test 

samples, and additional communication terminals are 

installed to collect the measurement data of each meter. 

2) The collected measurement data are preprocessed, 

including removing outliers and filling in missing data. 

3) The stem-leaf connection relationship to be iden-

tified is determined, and the LSR algorithm proposed in 

this paper is used to obtain the LVTI results. 

4) The performance of the LSR algorithm is evalu-

ated by comparing with the real topology results ob-

tained from manual surveys. 

The basic conditions of the four selected pilot LVDN 

segments are shown in Table Ⅴ, and the identification 

results are shown in Table Ⅵ. 

As can be seen from Table Ⅵ, the LSR algorithm 

proposed in this paper can achieve a precision rate of 

over 90% when applied to the actual LVDN segment, 

although the recall rate does not reach 100%, which is 

mainly because of some customers having light loads 

or hidden errors, resulting in negligible load charac-

teristics. 

TABLE Ⅴ 

PILOT LVDN SEGMENTS 

LVDN  

segments 

Number of 

LNs 

Number of time 

instants 

Number of 

SNs 

1 127 576 12 

2 141 672 9 

3 165 424 3 

4 139 288 3 

TABLE Ⅵ 

APPLICATION RESULTS OF THE PROPOSED METHOD 
LVDN 

segment p  (%) r  (%) 

1 94.5 90.4 

2 96.2 92.2 

3 91.1 88.1 

4 90.3 87.7 

Ⅵ.   CONCLUSION 

In this paper, an LSR-based LVTI method is pro-

posed considering hidden errors. The following con-

clusions are obtained through the simulation analysis of 

the test system and practical application. 

1) The hidden error is a key factor affecting the ac-

curacy of LVTI. The LSR algorithm proposed in this 

paper can still achieve a precision rate of over 90% 

when the hidden error rate is less than 10%. 

2) Compared with the SR algorithm, the LSR algo-

rithm proposed in this paper can maximize the recall 

rate by iteratively updating the SR model and signifi-

cance threshold parameters. 

3) Different types of hidden errors affect the accuracy 

of the LVTI method to different degrees, whereas 

CMEs have the highest impact. 

4) The performance of the proposed method is asso-

ciated with the granularity of the LVTI, and the finer the 

granularity of the topology identification, the better the 

performance. 

For future practical applications of the proposed 

method, the impact of larger hidden errors on the preci-

sion rate of the proposed method will be studied. In ad-

dition, many state-of-the-art methods, such as generative 

adversarial networks [32], reinforcement learning [33] 

also have the potential to achieve better identification 

performance considering the influences of hidden errors. 
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