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Abstract—The increasing trend for integrating renew-

able energy sources into the grid to achieve a cleaner 

energy system is one of the main reasons for the develop-

ment of sustainable microgrid (MG) technologies. As typ-

ical power-electronized power systems, MGs make exten-

sive use of power electronics converters, which are highly 

controllable and flexible but lead to a profound impact on 

the dynamic performance of the whole system. Compared 

with traditional large-capacity power systems, MGs are 

less resistant to perturbations, and various dynamic vari-

ables are coupled with each other on multiple timescales, 

resulting in a more complex system in-stability mechanism. 

To meet the technical and economic challenges, such as 

active and reactive power-sharing, volt-age, and frequency 

deviations, and imbalances between power supply and 

demand, the concept of hierarchical control has been 

introduced into MGs, allowing systems to control and 

manage the high capacity of renewable energy sources 

and loads. However, as the capacity and scale of the MG 

system increase, along with a multi-timescale control loop 

design, the multi-timescale interactions in the system may 

become more significant, posing a serious threat to its safe 

and stable operation. To investigate the multi-timescale 

behaviors and instability mechanisms under dynamic 

inter-actions for AC MGs, existing coordinated control 

strategies are discussed, and the dynamic stability of the 

system is defined and classified in this paper. Then, the 

modeling and assessment methods forthe stability analy-

sis of multi-timescale systems are also summarized. Fi-

nally, an outlook and discussion of future research direc-

tions for AC MGs are also presented. 

Index Terms—Sustainable microgrid, hierarchical 

control, modeling, model simplification, multi-timescale, 

dynamic stability analysis, timescale decomposition. 
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Ⅰ.   INTRODUCTION 

ith the increasing penetration of renewable and 

green distributed power generation in power sys-

tems, there are changes in the way the system generates, 

transmits, distributes, and uses electricity [1], [2]. A 

microgrid (MG) system, as a small-scale, low- and 

medium-voltage controllable distribution network, can 

operate in grid-connected and islanded mode, offering 

the possibility of efficient and flexible use of distributed 

energy, reducing the impact of intermittency of wind and 

solar energy on the main power grid, and making the 

power system more flexible, reliable, safe, clean and 

economical [1], [3][7]. 

A generic MG configuration consists of some com-

mon components such as distributed generators (DGs), 

energy storage equipment, loads, control equipment, 

communication facilities, etc., and is a single controlla-

ble entity relative to the power grid [3]. Unlike syn-

chronous generators, most DGs have non-traditional 

forms of energy generation and need to be connected to 

the grid through interfaces such as power electronic 

converters [8]. These DGs usually need to power multi-

ple classes of loads in the system, including linear pas-

sive, power electronic interface, and rotating motor in-

terface loads [6]. With the increased participation of 

nonlinear loads, islanded MGs may face severe har-

monic contamination at the point of common coupling 

(PCC) [9], [10]. Through a static transfer switch (STS) at 

the PCC the whole system is connected to the main grid 

and can be operated in grid-connected or islanded mode. 

When in islanded operation, frequency and voltage reg-

ulation are required to meet load demand and ensure 

system reliability. These can be implemented by each 

MG independently [3], [4], [7], [11], [12]. 

For the control architecture of the AC MG system, 

there are three main categories, i.e., centralized 

[13][16], decentralized [17], and hierarchical [5], 

[18]28]. In centralized control, a dedicated central 

controller determines and optimizes the behavior of each 

W 
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unit through the analysis of the data collected from each 

of them. Relying on extensive communication between 

the central controller and the controlled units, a precise 

balance between supply and demand can be achieved [7]. 

However, as a result of heavy dependence on commu-

nication links, the system has poor scalability and also 

faces challenges of delays, packet loss, and high cost of 

communication [21], [24], [29], [30]. Compared with 

centralized control, each unit in a decentralized control 

structure is controlled by its local controller and does not 

depend on the communication links. This reduces the 

cost of communication while providing the possibility of 

easy expansion. Thus, this control seems to be more 

suitable for MGs based on multiple DGs operating in 

parallel. However, as the number of DGs increases, the 

system is susceptible to power oscillation and inefficient 

energy utilization because of the lack of coordinated 

control between units. To address these issues for better 

energy management, multi-level control can be applied 

to MGs. In such a hierarchical control strategy, dedi-

cated control algorithms can be applied to the corre-

sponding control layers with necessary infor-

mation/signal exchange between them, allowing large 

complex systems to be managed and controlled with 

targets using different timescales and technologies [5], 

[26]. However, the need for reliable communication 

links and the stability problems associated with the 

coupling of dynamics on different timescales also brings 

new challenges to this control with the increase of con-

trol layers. The details and characteristics of each control 

structure will be illustrated later. 

Because of their advantages of flexibility, accuracy, 

and fast response in power conversion, power electron-

ics converters have been widely used in MGs. However, 

unlike synchronous generators in traditional power sys-

tems, power electronic interface converters have no 

rotational inertia [31]. As a result, islanded MGs with 

small capacity and intermittent units are less robust and 

more susceptible to disturbance [3]. As a typical pow-

er-electronized power system, MGs have a longer 

timescale of dynamic variables than traditional AC 

power systems [32]. Because of the strong nonlinearities, 

the variables of the MG are coupled and interact at mul-

tiple timescales, and the physical phenomena at different 

timescales are no longer independent [33]. As the size 

and capacity of the system increase, the interaction of the 

various components in the system becomes more obvi-

ous, thus affecting the safe and stable operation of the 

MG system [6], [34]. Considering the above factors, the 

instability mechanism of MGs is more complex. 

Therefore, the applicability of existing power system 

modeling, analysis, and stability classification methods 

in the stability analysis of MGs needs further validation. 

Accurate mathematical models are crucial for re-

vealing the dynamic characteristics of MGs and the 

interactions between devices [18]. While accurately 

representing system characteristics, system modeling 

must take into account the complexity of the calcula-

tions. For different scenarios, the establishment of ap-

propriate models is essential to reveal the instability 

mechanism and the critical influencing factors of the 

system and to realize accurate and efficient stability 

analysis. For the investigation of instability mechanisms 

in MG systems, there is a lack of standards for mul-

ti-timescale coupled reduced-order models (ROM) and 

quantitative analysis methods. 

As for the stability analysis of MGs, there are two 

main analysis methods, i.e., small-signal and 

large-signal stability analysis. The small-signal stability 

analysis methods are generally based on equilibrium 

point linearization theory, which can be used to deter-

mine the asymptotic stability of the system at the equi-

librium point and provide a basis for the de-

sign/optimization of system parameters. However, AC 

MGs are essentially time-varying, strongly nonlinear 

systems with complex coupled relationships between the 

equipment and the network, where the time variance is 

due to the switching action of the power electronics 

equipment and the time-periodic operating trajectory of 

the AC system and the nonlinearity is caused by the 

amplitude and duty cycle limitations in the closed-loop 

control system [35], [36]. Eigenvalue analysis methods 

based on the state space average model find it difficult to 

analyze the harmonics and their interactions during the 

electromagnetic transient process of the converters [37], 

[38]. To solve this problem, a generalized averaging 

method and harmonic state space approach are proposed 

to build a multi-frequency state-space model [36][41]. 

The generalized averaging model can be used to analyze 

the coupling characteristics between frequencies, but it 

cannot predict the frequency coupling issues between 

converters. The harmonic state-space model can capture 

such problems, but the modeling and analysis process is 

more complicated [36], [38]. Impedance analysis 

methods based on frequency domain criteria are widely 

used to analyze the interactive stability of MG systems 

with multiple converters [42]. However, impedance 

modeling is a typical black-box modeling approach with 

a difficult theoretical derivation of the model, especially 

for the grid impedance, which often lacks specific pa-

rameters [43]. Fortunately, the output impedance can 

also be measured by perturbed signal injection methods, 

and the model obtained has an equally good physical 

explanation [44]. 

The interactions within MGs become more complex 

when subjected to large disturbances, and, in addition, 
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small perturbations can be amplified into significant 

responses on a large scale during nonlinear evolution, 

causing system voltage and frequency collapse [33], [35], 

[45]. Although small-signal stability analysis based on 

linearization is easy to implement, the conclusions of the 

analysis are valid only near the equilibrium point of the 

system and cannot determine the boundaries of the sta-

bility domain or assess the stability margin of the equi-

librium point. Therefore, it is critical to analyze and 

assess the transient stability of the system during large 

disturbances. At present, there are few studies on the 

large-signal instability mechanism and optimal controls 

of islanded MGs, especially transient stability analysis at 

the system level [35]. Although the dynamic interactions 

between power electronic devices have been studied 

through small-signal stability analysis, whether 

large-signal stability analysis can be used to analyze 

such interactions remains to be explored [46]. 

In the stability analysis of sustainable MG systems, 

the coexistence of different timescale components may 

generate a new instability mechanism [47]. Rational 

stability analysis is based on accurate classification of 

timescales [48]. As an example, voltage stability prob-

lems are usually related to slow dynamics and have been 

widely used for long and medium timescales [49]. 

However, the same issues may be induced by the line 

X/R ratio as well as the nonlinear load in multiple 

timescale systems [50]. Also, current controllers and 

other related factors significantly influence the voltage 

dynamics of the voltage source converters [48]. With the 

increasing size and capacity of MGs, it is necessary to 

explore the multi-timescale characteristics of MGs to 

gain insight into the dynamic characteristics of the sys-

tem as well as the instability mechanism. The decom-

position of the stability analysis in a timescale can be 

used to analyze the stability of multi-timescale systems 

such as MG systems [45], [47], [51][53]. Based on 

singular perturbation and stability domain theory, the 

method can be used to capture instabilities caused by 

interactions between fast and slow dynamics, avoiding 

wrong conclusions from transient and quasi-steady-state 

analyses [47], [51]. For example, based on singular 

perturbation theory, a slow-fast subsystem is established 

in [54], one which simplifies the sixth-order full model 

into a second-order slow subsystem and its small per-

turbation. Subsequently, the stability of both the slow 

and fast subsystems can be analyzed. 

The rest of the paper is organized as follows. Section 

Ⅱ describes the functions of each control layer of the 

hierarchical control for MGs in detail, and compares the 

advantages and disadvantages of various control strate-

gies. Since the MG system has multi-timescale dynamics 

under a nonlinear structure, Section Ⅲ reviews the 

modeling and simplification methods for small-signal 

and large-signal models, and the advantages, disad-

vantages, and applicability of each method are also 

discussed. Section Ⅳ classifies system stability based on 

the multi-timescale dynamical behavior of the AC MG 

system. Detailed descriptions, as well as simulation 

comparisons of the small-signal and large-signal stabil-

ity analysis methods, are also presented. Section Ⅴ dis-

cusses the future research trends of the AC MG system, 

including coordinated control, modeling, and stability 

analysis. The paper is concluded in Section Ⅵ. 

Ⅱ.   MULTI-TIMESCALE HIERARCHICAL CONTROL 

FRAMEWORK OF AC MG 

Compared to traditional grids, MGs are more influ-

enced by the natural resources and operating conditions 

and involve more dynamic variables at different time-

scales. This leads to new characteristics of stability, and 

poses great challenges for stable operation and efficient 

control. The objectives and core functions of an MG 

control system are [3]: 1) maintaining the voltages, cur-

rents, and frequency within acceptable limits; 2) keeping 

the power supply and demand balanced; 3) performing 

economic dispatch and demand-side management; and 4) 

switching between different operating modes. 

Figure 1 shows the basic structure of an AC MG 

system, which can be categorized into three hierarchies 

with different functions and timescales, namely, pri-

mary, secondary, and tertiary [3][5], [7], [21], [29], 

[56], [57]. From the control signals issued by the upper 

control layer, the primary control realizes the pow-

er-sharing between DGs and ensures the stability of 

system voltage and frequency. This control layer is 

performed by the DG itself with a fast response, and is 

responsible for adjusting load fluctuations within sec-

onds. The secondary control performs the function of 

controlling the load fluctuations in minutes and realizes 

power quality optimization, such as voltage and fre-

quency recovery. In addition, the synchronization be-

tween the MG and the main grid, as well as transition 

control of islanded/ grid-connected modes, are also 

realized by this control layer. The tertiary control com-

bines power generation and load predictions to realize 

the economic scheduling and energy storage manage-

ment of the MG, providing references for the operation 

points and control parameters of each unit. This control 

layer is responsible for regulating load fluctuations at 

the hourly level. Secondary and tertiary controls are 

performed by the MG central controller (MGCC), as 

shown in Fig. 1. For stable operation of multi-loop 

control of the MG, the secondary and tertiary controls 

require low-bandwidth communication and are there-

fore slower to respond than the primary control. 
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Fig. 1.  Hierarchical and multi-timescale coordinated control configuration of the sustainable microgrid [1], [3], [5], [7], [25], [55]. 

With the increasing penetration of power electronic 

equipment in the system and the application of hierar-

chical control structures, MG systems face new network 

stability issues over wider bandwidths and more time-

scales. Taking the wind turbine generator (WTG) in an 

MG system as an example, the timescales of the AC MG 

system and the conventional power system with syn-

chronous generators are compared, as shown in Fig. 2, 

including some representative time constants for typical 

facilities. It can be seen that the WTG exhibits a wider 

and more complex control bandwidth, highlighting its 

multi-timescale characteristics, particularly in the faster 

transient timescale. Based on this, the system in this 

paper is categorized into three timescales: transient, 

mid-term, and long-term. Also, in the light of the ex-

tensive adoption of voltage and current dual-loop con-

trol in existing AC MG research, a further division is 

made within the internal control, comprising terminal 

voltage control and current control. In the WTG system 

depicted in Fig. 2, the response of the current control is 

faster, followed by terminal voltage control, with both 

falling within the transient timescale range. In compar-

ison, reactive power control exhibits a relatively slower 

response, belonging to the mid-term timescale range. To 

realize the decoupling between control layers, the band-

width of the hierarchical control reduces in sequence 

from primary to tertiary control. This simplifies the de-

sign of the high-level controller and stability analysis and 

modeling of the system [5]. In addition, Fig. 2 also illus-

trates typical timescales of conventional power systems 

involving voltage and frequency regulation and stable 

operation. Notably, the MG system has a more complex 

and wider bandwidth, especially the control of current 

broadens the transient timescale, making the mul-

ti-timescale characteristics of the system more promi-

nent [58]. 

 

Fig. 2.  Comparison of functions and their timescales of AC MGs and the traditional AC power systems [32], [35], [48], [57], [58]. 
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A. Primary Control 

In MG systems based on hierarchical control, the 

primary control is the innermost layer of the control 

hierarchy, and it is implemented by the converter in-

terface controller of the DG. It has the fastest response 

in control layers. Each interface controller is achieved 
mainly by a cascade control system, including control 

loops of current, voltage, and external power [4], [5], 

[21]. To make each system variable track its reference 

signal accurately, the control of those variables is sep-
arated on different timescales [30]. Current and voltage 

control constitute the output control of the inverter, 

which has a fast response. As the outermost control loop, 

the power control loop aims to achieve the average 

power-sharing among DGs, and its response is slower 
than the first two. In the next part, power-sharing con-

trol methods based on centralized and decentralized 

characteristics will be compared and discussed. 

1) Master-slave Control Based on Communication Links 
In the master-slave structured MG, as shown in Fig. 3, 

one or more DGs of the MG act as the main power 

sources in the islanded mode under VF control to provide 

voltage and frequency support for the system while 

switching to PQ control in the grid-connected mode to 

output set power to the MG. In addition, the other DGs 

act as slave sources and always output set power to the 

MG based on PQ control in both grid-connected and 

islanded modes. When parallel/off-grid switching opera-

tion for MGs is necessary, the master power sources as-

sume the primary responsibility: in the dual closed-loop 

control, the inner loop of current control remains the same, 

while the outer loop controller switches between VF and 

PQ control in order to achieve the control purpose in the 

operational mode. Then, the slave units act as auxiliaries 

and stay under PQ control during the transients. It should 

be noted that the PQ and VF controls of the master have 

the same current loops, but their reference signals are 

prone to change abruptly during switching, causing os-

cillations [56]. Also the same is true for the voltage phase 

angle reference signal. Therefore, smooth mode switching 

of master-slave control is essential to ensure power qual-

ity and system stability. 

 
Fig. 3.  The typical master-slave control structure of an AC MG [55], [59]. 

Based on low-bandwidth communication between 
units and a precise synchronization system, mas-
ter-slave control has good power-sharing and frequen-
cy/voltage regulation performance. In addition, without 
the secondary control compensation, the voltage am-
plitude and frequency of the system can be maintained 
in the desired range. However, owing to the dependency 
on communication links, the system becomes less 
scalable and involves more construction cost [61], [62]. 
In addition, the overall global reliability of the system 
decreases, and the instability mechanism is complicated 
by increased interaction between units at different 
timescales [51]. 

2) Droop Based Control Techniques 

To avoid the high cost and unreliability of the com-

munication link, droop control participates in the system 

voltage and frequency regulation by introducing the 

droop characteristics of synchronous generators, with 

higher feasibility and expandability [45], [63]. A typical 

block diagram for droop control is shown in Fig. 4, and 

the principle of the power controller is given as: 
*( ),  ( )i ni pi i ni oi ni qi i nim P P v V n Q Q            (1) 

where i is the index representing each inverter; and ni  

and niV  are the rated angular frequency and voltage 

amplitude, respectively; iP  and iQ  are the measured 

average active and reactive power values through the 

low-pass filter, respectively; while niP  and niQ  are the 

rated values of active and reactive power, respectively. 

These can be modified by the higher control layer; pim  

and qin  are the active and reactive droop coefficients 

for a given voltage and frequency range, defined as: 

max min max min

max max

,  i i oi oi

pi qi

i i

V V
m n

P Q

  
              (2) 
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Fig. 4.  Block diagram of inverter based on droop control strategy. 

However, the design of the droop coefficients is not a 

simple quantitative process. A larger droop coefficient 

means better active and reactive power-sharing perfor-

mance during load changes, with inherent deviations in 

frequency and voltage. These deviations cannot be 

eliminated by the droop control itself [22], [29]. This is 

especially the case in reactive power control, since the 

voltage is not a global variable in the system, and can 

lead to inaccurate reactive power-sharing [22]. In addi-

tion, the interactions among units will become significant 

because of the large droop coefficients, and the system is 

more prone to output current oscillation during sudden 

load change, which threatens stable operation. Therefore, 

the design of the droop coefficients should achieve a 

trade-off between power-sharing, voltage/frequency 

regulation performance, and system stability. 

The derivation of (1) is based on the case of a purely 

inductive feeder, where the reference frequency is de-

termined by the output active power, and the reference 

voltage by the reactive power [61]. This is true in tra-

ditional high-voltage transmission systems, whereas the 

line impedance in MGs and low-voltage distribution 

networks is predominantly resistive because of shorter 

line lengths and lower currents. The resistive impedance 

exhibits weaker coupling between active and reactive 

power because it has less dependence on frequency and 

primarily affects power transmission and losses. In the 

case of unknown line impedance, the coupling between 

active and reactive power control is further weakened 

because of the lack of accurate impedance values. The 

presence of unknown impedance may result in difficul-

ties in accurately predicting current and power trans-

mission behavior, thereby reducing the coupling effect 

between active and reactive power [4], [11], [22]. 

To enhance the adaptability of droop control, several 

improved forms have been proposed: 1) variation forms 

based on traditional droop control; 2) virtu-

al-structure-based control; 3) auxiliary control; and 4) 

signal injection. These improved droop control schemes 

are discussed and compared in detail below. Signal 

injection technology can also be used as the pow-

er-sharing mechanism for MG systems. However, be-

cause of the complexity of implementation and output 

power variation caused by signal injection, the practical 

value of this method still needs to be verified [30]. 

a) Variation Forms Based on Traditional Droop Control 

VPD/fQB control [25], [62] and angle droop control 

[45], [62], [64] are typical variations of the traditional 

droop control. The method replaces the original active 

and reactive droop characteristics with VP droop and 

FQ boost characteristics, and is applicable to 

low-voltage MGs with resistive line impedance. The 

control functions can be expressed as: 
* ( ),  ( )oi ni pi i ni i ni qi i niv V n P P m Q Q             (3) 

where pin  and qim  are the active and reactive droop 

coefficients in VPD/fQB control, respectively. However, 

the application of VPD/fQB control is limited by the line 

parameters of the MG system, and the accuracy of ac-

tive power-sharing cannot be guaranteed [62]. In the 

traditional P/ω droop mechanism, the dynamic per-

formance of the control is restricted by the frequency 

range of the system, which means that the control re-

sponse is slow and may not be able to quickly adapt to 

transient events within the MG. Therefore, the latter 

replaces it with the P/ droop characteristic to adjust the 

active power-sharing [45], [62]. This power-sharing 

mechanism, also known as angle droop control, adjusts 

the active power allocation based on the variation of 

phase angle . By using the changes in phase angle, P/ 

control can better reflect voltage phase variations and 

enable more efficient power sharing. Hence, P/ control 

demonstrates superior performance and adaptability, 

enhancing power sharing in MGs. Mathematically, the 

P/ droop control can be expressed as: 

( )i ni pi i nim P P                         (4) 

where ni  is the rated voltage phase angle of converter i. 

This control has a good performance for active pow-

er-sharing, and the system frequency would not drop 
significantly when the load increases. However, be-

cause of the lack of frequency synchronization between 

the converters, the phase angle difference may diverge, 

leading to system instability [22], [62]. 

b) Droop Control Based on Virtual Structures 

Virtual structure-based droop control mainly includes 

generalized droop [65], virtual impedance [9], [10], 

[66][68], and virtual synchronous generator (VSG) 

control [69], [70]. With complex line impedance, the 

generalized droop control uses orthogonal linear rota-
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tional transformation matrices to modify active and 

reactive power P and Q to approximate the case of 

purely inductive lines, e.g., [65]: 

sin cos

cos sin

di ii i

i idi i

P P

Q Q

 

 

    
    
    

                  (5) 

where i  is the line impedance angle. Thus, X and R of 

the power line are required to determine . On the other 

hand, virtual impedance control can also be used to 

decouple active and reactive power control without 

physical elements. In virtual impedance control, the 

output impedance of the DG is regarded as a controlla-

ble variable, and the voltage reference signal of the 

inverter can be expressed as [60]: 
*

ref o D o( )iv v Z s i                           (6) 

where D ( )Z s  is the transfer function of the virtual im-

pedance; and oi  is the output current. Using this method, 

the influence of resistive [22] and mismatched feeder 

impedance [68] on power-sharing is reduced. In addi-

tion, harmonic compensation can be achieved by in-

troducing virtual impedance on the harmonic frequency 

[9], [10]. However, the introduction of virtual imped-

ance control reduces the output power quality of the 

inverter, and the weak damping property of the algo-

rithm can also affect the stability margin of the MG 

system. In particular, in the weak grid condition, the 

virtual impedance control strategy may lose efficacy 

because of the dynamic influence of the phase-locked 

loop (PLL) [71]. 

The concept of VSG control, which adds virtual in-

ertia to the power system by controlling VSCs to emu-

late the behavior of the synchronous generators, is 

recognized as an effective measure to solve the potential 

stability issues of such systems [67], [72][74]. The 

mathematical equations of active and reactive power 

controls in VSG control are given as [73]: 
d d

( ),  ( )
d d

i m e r
n i m e n i

i

P P E
J D K Q Q n V v

t t


 




        

(7) 

where J, D, K, and n are the equivalent moment of in-

ertia, damping, inertia and droop coefficients, respec-

tively; rE  is the virtual electromotive force; mP , eP , 

mQ , and eQ are the mechanical and electromagnetic 

active and reactive power of VSG, respectively. By 

strengthening the converter’s support to the voltage and 

frequency of the grid, the VSG control enhances the 

accessibility of the grid interconnection of DGs. How-

ever, the converter based on the VSG scheme is a power 

electronic piece of equipment, and its anti-disturbance 

performance is not the same as that of traditional syn-

chronous generators, and is prone to frequency or power 

fluctuation when subjected to disturbances [69]. 

TABLE I 

ADVANTAGES AND DISADVANTAGES OF TYPICAL PRIMARY CONTROL METHODS FOR MICROGRID 

Control methods Advantages Disadvantages 

Master-slave 

control 

VF-control [56], [61], [76] 

√  The structure is simple and easy to 

implement 

√  Good power-sharing and voltage 

regulation in steady-state 

×  High-bandwidth communication re-

quirements 

×  High current transient during mode 

transition 

×  Poor reliability, redundancy, and 

scalability 

PQ-control [8], [56], [61], [76] 

Traditional form [6], [8], [57], [61], 

[77][84] 

√  Easy implementation without com-

munication 

√  Modularity, high reliability, flexibil-

ity, and scalability 

×  Sensitive to line parameters 

×  Deviation of V and f 

×  Poor harmonic sharing performance 

×  Transient response is slow 

Variations 

VPD/fQB droop 
control [25], [60] 

√  For highly resistive power lines 
×  Affected by system parameters 

×  Inaccurate active power-sharing 

Angle droop 

control [45], [62], 
[64] 

√  For constant frequency regulation 

√  Good transient performance of active 

power-sharing 

×  DGs require synchronization with each 

other 

Droop control 

Virtual struc-
ture-based 

control 

Generalized 

droop control [65] 
√  Not affected by line parameters ×  Line parameters are required 

Virtual imped-
ance control [9], 

[10], [50], 

[66][68] 

√  Not affected by line parameters 

√  Good harmonic sharing performance 

×  Poor output power quality 

×  Affected the stability margin of the 

system 

VSG control [69], 
[70] 

√  Optimized inertia and damping of the 

system 

×  The anti-disturbance performance is 

not as good as traditional synchronous 

generators 

Auxiliary 
control 

Adaptive droop 

control [30] 
√  Better power-sharing and circulating 

current minimization 
×  Line parameters are required 

Transient droop 
control [12] 

√  Improved the stability margin of the 

system 

×  Changed the original pole-zero location 

of the system 

Auxiliary loop 

[62], [85], [86] 
√  Improved system damping ×  Transient reactive oscillations 
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c) Droop Control with Auxiliary Control 

This method mainly includes adaptive droop [30] and 

transient droop control [12], and other droop control 

with an auxiliary loop [64], [75]. The adaptive droop 

control is mainly proposed and applied to achieve better 

power-sharing and circulating current minimization. An 

adaptive droop control method is proposed in [30]. This 

introduces an adaptive differential term into the tradi-

tional droop characteristics and optimizes the dynamic 

performance of power-sharing with the original droop 

coefficient unchanged. The improved droop character-

istic is expressed as: 

*

d
ˆ= ( )

d

d
ˆ( )

d

i

i ni pi i ni d

i

oi ni qi i ni d

P
m P P m

t

Q
v V n Q Q n

t

 


  

    


               (8) 

where ˆ
dm  and ˆ

dn  are the respective adaptive transient 

droop coefficients. The adaptive characteristic also 

provides active damping for power oscillation in dif-

ferent operating conditions. This improves the stability 

of the system. Nevertheless, detailed parameters of the 

power line are required to implement the method. 

Moreover, a poor design may lead to positive feedback 

and cause system instability [62]. 

To improve the stability margin of the system, the 

method of introducing lead compensators in traditional 

droop control, also called transient droop control, may 

be used [12]: 

1

1

11
= ( ( ))

1 1

aja

i ni pi i ni

b bj

sTsT
m P P

sT sT
 


   

 
      (9) 

where 1aT , 1bT , ajT , and bjT  are the time constants of 

the first and jth lead compensators, respectively. The 

method can significantly optimize the stability margin 

of the islanded MG system [11], but the optimization 

effect will gradually become saturated with the increase 

of the lead compensators [12]. In addition, the system 

pole-zero location may be changed by this method, and 

thus the stability margin of the system needs to be 

re-evaluated. 

In the traditional droop mechanism, the pow-

er-sharing dynamic performance of a weak system such 

as MG can be improved by a large droop factor. How-

ever, it is accompanied by a reduction in the damping of 

the system. This makes the system more susceptible to 

instabilities. To reduce the dependence of system 

damping on the droop factor, some studies have added 

an additional auxiliary loop on the active power loop to 

correct the voltage reference signal, which can improve 

the system damping without affecting the active sharing 

performance [64], [86]. 

A detailed overview of the existing primary control 

strategies for AC MG systems is provided in Table Ⅰ. 

Adopting corresponding control strategies for specific 

scenarios can effectively improve the dynamic perfor-

mance and stability of MGs. Therefore, further im-

provements and integration of existing primary control 

strategies in the hierarchical structure will help to im-

prove the design and implementation of future distrib-

uted and multi-level AC MG architectures. 

B. Secondary Control 

In conventional droop control, it is hard to avoid the 

existence of voltage and frequency deviations between 

different units because of the absence of necessary 

communication links [4], [29], [56]. Considering the 

limited capacity of energy storage devices, secondary 

control is introduced to recover voltage and frequency 

by sending compensating reference signals to the pri-

mary controller, as shown in Fig. 5, and the droop con-

trol strategy after compensation is expressed as [29]: 

,

*

,

( )

( )

i ni pi i ni i

oi ni qi i ni v i

m P P u

v V n Q Q u

  



   


   

            (10) 

where 
,iu , and 

,v iu  are the control signals from the 

secondary control, and the design of these signals is 

based on data sharing between DGs, such as frequency, 

voltage, and power information. In Fig. 5, voltage and 

frequency recovery can be realized through secondary 

control when the load demand increases [22]. After 

reaching the steady-state, the frequency of each gener-

ator is the same, and the system achieves accurate active 

power-sharing. In addition, the local nature of the out-

put voltage is also weakened through the prediction of 

reactive power-sharing [87]. 

Secondary control is mainly implemented in cen-

tralized or distributed ways. In the centralized control 

architecture, the MGCC needs to receive and process 

global information from units of the MG and provide 

control signals to the lower control layers. As more DG 

units are connected to the system, traditional centralized 

control will be faced with technical challenges such as 

communication delay, low reliability, and complex 

structure [88], [89], hence it is often mainly used in 

small MGs. On the other hand, when distributed control 

is adopted, MGCC only processes limited information 

or no central control, which takes full advantage of the 

participation and autonomy of units and sparse com-

munication networks to reduce system operating costs 

and improve system scalability and operational relia-

bility [4], [89], [90]. Distributed secondary control can 

be achieved through different algorithms, such as the 

consensus-based algorithm in which each node of the 

network runs synchronously and updates its current 

state based on the information provided by neighboring 

agents [91]. However, distributed control is more de-

manding on the control algorithms, and its communi-

cation network design is also complicated. 
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Fig. 5.  Response of each control layer in a hierarchical control structure for the microgrid [4], [22]. 

C. Tertiary Control 

Tertiary control is the highest level of control in the 

current hierarchical control, and its control objectives 

include power flow control and energy management. 

The precise power-sharing among DGs and the power 

exchange between the MG and the main power grid are 

implemented by power flow control, while the purpose 

of energy management is to realize long-term economic 

operation based on energy price and the power market 

[5]. The control technology used in tertiary control is 

mostly related to economic aspects [3]. 

When the MG is connected to the grid, the flow di-

rection of active and reactive power between the MG 

and the main grid is controlled by tertiary control by 

adjusting the respective reference value of the MG’s 

frequency and voltage amplitude [22]: 
* * *

MG PCC PCC PCC PCC

* * *

MG PCC PCC PCC PCC

( ) ( )d

( ) ( )d

pP iP

pQ iQ

f k P P k P P t

V k Q Q k Q Q t

    


   




 (11) 

where pPk , iPk , pQk , and iQk  are the control parame-

ters of the tertiary control; PCCP , *

PCCP , PCCQ , and *

PCCQ  

are the measured and desired P/Q values at the PCC, 

respectively; *

MG ,f  and *

MGV  are the frequency and 

voltage amplitude reference signals of the MG, respec-
tively. These are provided by the secondary control in 
the islanded mode or the tertiary control in the 
grid-connected mode. In Fig. 5, the bi-directional power 
flow between the MG and the main grid can be realized 
through the tertiary control action. The main grid has 

constant frequency Gf  and amplitude GV , and thus the 

power exchange between the MG and the main grid can 
be determined by the intersection of the droop charac-
teristic of the MG and the constant feature of the main 
grid. The active power flow is controlled by adjusting 

the frequency, e.g., if *

MG Gf f＞ , then *

PCC 0P ＞ , and 

the MG injects P to the main grid, while if *

MG Gf f＜ , 

then *

PCC 0P ＜ , and the MG absorbs P from the main 

grid. In the response process, reactive power control is 
implemented similarly to active power control. The 
optimization and decision-making functions can be 
applied in tertiary control to provide the optimum pa-
rameters for lower order controllers to realize an intel-
ligent and efficient operation of the whole system [5]. 

As the last control layer, it is slow in response com-

pared to primary and secondary controls. In traditional 

hierarchical control, centralized control is commonly 

used in the secondary and tertiary control [23]. The 

system is faced with large computation problems, high 

communication costs, and low reliability and these are 

caused by centralized control. In Fig. 6, decentralized 

control is adopted for the primary and secondary con-

trols to reduce the reliance of the system on central 

control and communication links and to improve the 

reliability of the system in the case of single point of 

failure [90]. In addition, the application of distributed 

control in large MGs based on sparse communication 
networks and neighbor communication is a viable di-

rection for the control technology in MGs. For 

large-scale MG and MGC systems, an advanced method 
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called multi-agent system (MAS)-based control is 

proposed in [26] as tertiary control. This divides the 

large-scale system into several autonomous and mutu-

ally communicating agents to realize information shar-

ing and coordinated control of the system in the dis-

tributed environment. A three-layer MAS structure is 

built in [88] to realize flexible, coordinated control of 

the MGC system through the cooperation of agents. 

However, the control architecture is not as efficient as 

grid-connected operation during islanded operation [90], 

and the dynamic performance of the system is also af-

fected by the potential uncertainties of communication 

such as latency and packet loss [89]. 

As a global control, tertiary control can be considered 

part of the main grid rather than only belonging to the 

MG. The synchronization and reconnection between the 

MG and the main grid are based on the collaboration of 

tertiary and secondary control [5]. To ensure the stabil-

ity of the voltage and frequency of the system in an 

unscheduled intentional island, tertiary control will be 

disabled by MG, and thus, an island detection algorithm 

is necessary [22]. 

 
Fig. 6.  Centralized and decentralized controls of the microgrid [90]. 

With the increase in the number of DGs and network 
scales, as well as the introduction of equipment with 
non-stationary dynamic characteristics, MGs face great 
challenges in energy service and protection, and hier-
archical control techniques that can coordinate energy 
exchange between MGs or MGCs have good applica-
tion prospects. However, in design or optimization, the 
mathematical model of the system will become very 
complex, while multi-timescale features are prominent, 
making stability analysis and optimization of the system 
difficult. An overview of the existing modeling and 
simplification approaches applicable to MG systems 
from a timescale perspective is provided in the follow-
ing sections. 

Ⅲ.   MULTI-TIMESCALE MODELING OF AC MG 

Considering the special dynamic nature of an MG, 
multi-timescale coupling models are required for sys-
tem analysis. This poses new challenges to the accuracy 
and computational efficiency in the system modeling 
and analysis [92]. Currently, different typical modeling 
methods are suitable for specific scenarios, e.g., some 
models are suitable for small-signal stability analysis, 
and others are suitable for simulation and global stabil-

ity analysis. This section presents several modeling 
approaches commonly used in large- and small-signal 
stability analyses, and their applicability is compared. 
Directly building models with all the features for com-
plex objects often faces problems such as difficulty in 
modeling, low computational efficiency, and poor 
scalability. Therefore, the corresponding model simpli-
fication methods are also presented. 

A. Small-signal Modeling 

Small-signal models are essential for small-signal 

stability analysis and linear controller design of MG 

systems [18], [35]. Considering the multi-timescale 

nature of MG systems, the dynamics of each component 

need to be fully addressed for an accurate small-signal 

model [18]. In addition, the preservation of nonlinear 

coupling characteristics is also critical to the study of 

dynamic interaction problems. 

Currently, small-signal stability analysis methods for 

power-electronized power systems mainly include ei-

genvalue analysis and impedance analysis, and the 

small-signal models used in these methods are the 

state-space model and the impedance model, respec-

tively [61], [93]. 
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1) State-space Model 
The state-space methods are typical small-signal 

modeling methods using small-signal linearization, 

which refers to approximating a nonlinear system around 

a given operating point or a trajectory with small-signal 

perturbations [38]. In general, after a small-signal line-

arization process, a linear time-invariant (LTI) 

state-space model of the power system can be derived 

from the nonlinear differential equations, as [40]: 

x x u    A B                            (12) 

where A and B are the time-invariant state matrix and 

input matrix for the LTI system, respectively; while ∆x 

and ∆u are small perturbations of state variables and 

input variables, respectively. To establish the state-space 

model of the MG system, the common modeling method 

first divides the global system into several subsystems, 

including DGs, networks, and loads. Each subsystem is 

modeled based on the local reference frame. Before 

integrating the global dynamic model, all units need to 

be translated into a common reference frame using 

transformation techniques [81]. It is worth noting that 

the state-space model depends on the integrity and cer-

tainty of the system. Once the structure or parameters of 

the system change, the state-space model needs to be 

rebuilt. However, the parameters of the MG units, such 

as loads, are difficult to determine in practice [34]. 

Considering the impact of power electronic convert-

ers on system stability, an accurate converter model is 

critical to the global model. In fact, converters are non-

linear time-varying dynamic systems that contain both 

continuous dynamics of passive components and dis-

crete dynamics of switching devices [36]. The contin-

uous dynamic model modeling methods of the converter 

include: 1) state-space averaging; 2) generalized aver-

aging; and 3) the harmonic state-space (HSS) method. 

a) State-space Averaging Model 

This method is typical for obtaining continuous dy-

namics models of converters. The basic idea of the 

method is to filter out the switching waves for a 

switching period by the following moving average op-

erator [36]. 

1
( ) ( )d
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t

t T
s

x t x
T

 


                      (13) 

where sT  is the switching period of the converter. Apply-

ing the averaging method to the switching model, the av-

eraged model can be represented in a general form as [32]: 
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d

N N

k k k k

k k

x t
d x t d u t

t  

      A B    (14) 

where kd  is the duty ratio of equivalent circuit k; and 

kA  and kB  are the system matrices corresponding to 

the kth circuit. The averaged models obtained by this 
method are still nonlinear and time-varying, and need to 
be further linearized [36]. The effect of this method is 

equivalent to a low-pass filter. It is difficult to ensure the 
accuracy of the models at high frequency [38]. There-
fore, it is only applicable to the stability analysis of the 
slow timescales [35]. It is also difficult for this method 
to reflect the harmonics and their interactions in the 
electromagnetic transient processes of three-phase un-
balanced systems [37], [38]. 

b) Generalized Averaging Model 

To cope with the research needs of frequen-

cy-coupled unbalanced systems, this method considers 

the effects of the high and low-frequency components 

of state variables. It is worth noting that, considering the 

dominance of low-frequency stability, the involvement 

of low-frequency components is emphasized when 

reconstructing the state variable operator. If the periodic 

signal is absolutely integrable within a period, the op-

erator can be expressed as [37]: 

j
( ) ( )e st
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x t x t
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



                        (15) 

where s  is the switching frequency of the converter; 

k
x  is the k-order Fourier coefficient of x(t), also 

known as the k-order dynamic phasor, and is defined as 
[36]: 
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( ) ( )e ds s

s

t
k T

k t T
s

x t x
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 


                 (16) 

Based on the differential and convolution properties 

of the Fourier transform, the generalized averaging 

model of the converter is established in terms of real and 

imaginary parts of the order required by the state vari-

ables [37]: 

d
( ) ( ( ), ( )) ( ) j ( )

d k k k
x t f x t u t t k x t

t
     (17) 

Compared with the state-space averaging model, the 

dynamic phasor model in the dq-frame is time-invariant. 

As a multi-frequency model, the generalized averaging 

model is suitable for global stability analysis and can be 

extended to single-phase and unbalanced three-phase 

systems. The cross-coupling between the order com-

ponents can be reflected by the convolution property of 

the Fourier transform [36]. However, this model cannot 

predict the frequency-coupled interactions between 

converters [38]. The accuracy of the generalized aver-

aging model is between the quasi-steady model and the 

detailed model. This depends on the components used to 

construct the state variables and the switching period 

[37]. When the number of the components considered is 

small, a harmonic truncation error will occur, and the 

accuracy cannot be guaranteed when the harmonic 

components and the proportion are large [39]. 

c) HSS Model 

When the power system contains time-varying ele-

ments, a linear time-periodic (LTP) model can be ob-

tained by linearization, which is given by [36]: 

( ) ( ) ( ) ( ) ( )x t t x t t u t    A B                 (18) 
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where A(t) and B(t) are time-periodic matrices. Based 

on the LTP system theory and the HSS method, the HSS 

model can be derived from the LTP model [38]. Unlike 

the operator generated by the generalized averaging 

method, the state variables in the HSS model given 

below are represented by the sum of the components in 

the frequency domain, and an exponential modulation 

periodic function is introduced to describe its transient 

process [36], [38], [40]. 
j j

( ) ( )e e ( )es sk t k tst

k k

k k

x t x t X s
 

           (19) 

where s j    is used to modulate the Fourier coef-

ficients for extracting the transient responses of harmonic 

components. These coefficient matrices of the system are 

also replaced by the Fourier series [36], [38], e.g.: 
j

( ) e sk t

k

k

t


A A                          (20) 

By substituting for ∆x(t) and ∆u(t) by their respective 

forms in (19), the HSS model is obtained as: 

( j ) ( ) ( ) ( )s k k n n k n n

n n

s k X s X s U s     A B   (21) 

In this way the LTP system is represented by a mul-

ti-frequency state-space model containing multiple 

inputs and outputs. Unlike the generalized averaging 

model, the linearization of the HSS model is more direct, 

and its coefficient matrices and signals are expressed by 

the amplitude and phase angle constants of each fre-

quency in the complex frequency domain [40], [41]. 

However, the HSS model usually has a high order be-

cause multiple frequency components are involved in 

the modeling process [38]. 

2) Impedance Model 

Based on a certain point, the impedance analysis di-

vides the whole system into two independent subsys-

tems, including the source subsystem and the load 

subsystem, which are represented by a Thevenin or 

Norton equivalent circuit [61], [75], [93]. Unlike the 

state-space model, the impedance model can be ob-

tained from measurements in addition to calculations, 

and thus it is less dependent on detailed parameters [34]. 

Moreover, each subsystem is modeled independently 

and without interfering with each other. Therefore, it is 

not necessary to reconstruct the impedance model when 

the structure and parameters of any other party change. 

This significantly reduces the modeling workload. 
In the process of building the impedance model of the 

grid-tied inverter, if the PCC is taken as the reference 

point, and the small-signal of the PCC voltage PCCu  

and the grid-tied current gi  are considered as the ex-

citation and response, then the transfer function of the 

inverter’s admittance iY  can be obtained through the 

equivalent transformation of the control block diagram. 

Calculating the inverse matrix of iY , the inverter equiv-

alent output impedance iZ  can be obtained as [93]: 
1( ) ( )i is sZ Y                          (22) 

The impedance analysis requires that the object of 
study is LTI while the AC MG system is nonlinear 
time-varying. Hence, two feasible impedance modeling 
methods, the linearization method in the dq-frame and 
the harmonic linearization modeling method have been 
proposed [34]. The former method models the imped-
ance of the converter in the dq-frame, which corre-
sponds to the control system based on the same frame. 
However, there are some couplings between the d-axis 
and q-axis structures in the AC three-phase system [34], 
[93]. Therefore, the non-zero non-diagonal elements in 
the impedance matrix cannot easily be ignored, which 
makes the stability analysis of grid-connected inverters 
more complicated. The latter method obtains the system 
impedance model based on the response results of 
adding harmonic interference signals at different fre-
quencies to the excitation [94], [95]. In this method, the 
symmetrical components method is adopted, and the 
system is decomposed into positive and negative se-
quence subsystems. It is worth noting that the obtained 
sequence impedance is usually decoupled and has a 
clear physical definition. Therefore, this method can 
also be used for impedance modeling of three-phase 
unbalanced or single-phase systems. However, the 
complex phase sequence transformation and algebraic 
operations based on the circuit structure increase the 
complexity of the modeling. 

B. Large-signal Modeling 

Since the validity of linearization can only be guar-
anteed around the steady-state operating point, 
small-signal models can only be applied to qua-
si-steady-state analysis [3], [46], [78]. Therefore, it is 
necessary to develop standard nonlinear models to re-
flect the transient characteristics of the system. Two 
modeling approaches suitable for large-signal stability 
analysis are reviewed below: piecewise linear models 
and discrete-time models. 

1) Piecewise Linear Model 

The piecewise linear model is based on the 

state-space averaging model, and its core is to decom-

pose the simulation time into reasonable subintervals, 

within which the state equation of the converter is av-

eraged instead of a single switching period [36]. Hence, 

in each subinterval, the converter model is linear, ex-

pressed as [32], [35]: 

d ( )
( ) , ( )

d
k k k

x t
x t x t X

t
  A b                 (23) 

where kX  is a region of the state space, kA  and kb  cor-

respond to the system matrices of the k circuit topology. 

 , 1, , ,k K K m   
1 2 , .n

nX X X X X R   To 

simulate the transient process accurately, the simulation 
step size is set to one-tenth of the switching period or 
less. This is more accurate than the state-space averaging 
model, and it can be used to analyze the fast-timescale 
stability of power electronics converters. However, there 
is no strict basis for the segmentation of simulation time, 
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and the errors and ripples caused by the timescale ex-
pansion need to be considered separately [37]. 
2) Discrete-time Model 

The discrete-time model is also called the sampling 
data model. For simplification, the sampling period is 
assumed to be equal to the switching period, and the 
functional relationship between the sampling points is 
obtained by integration and derivation. Then, by line-
arizing the function, the corresponding sampling data 
model is obtained. This can be expressed as: 

( 1) ( )( , , )n nX f X d U                      (24) 

where ( )nX  is the state of ;t nT  T is the sampling 

period; and  1 2, , , .
T

nd d d d  In most practical ap-

plications, the modeling of converters is based on the 
continuous-time averaging method. However, this 
method not only ignores the nonlinear characteristics of 
converters, such as the bifurcation phenomenon in the 
approximation process, but also fails to accurately study 
the control delay inherent in the digital control systems. 

Also, the continuous-time model cannot predict the 

fast-scale dynamics associated with the switching oper-

ation of the system. For the problems presented above, 

the discrete-time model has obvious advantages [97]. 

However, because of the influence of the discretization 

methods, the mapping from s-domain to z-domain can 

introduce some discrepancies, leading to inaccurate pre-

diction of the dynamic characteristics, and it is difficult to 

compare the design results with the experimental results 

[32], [96]. In addition, sampling, modulator effects, and 

delays in the control loop are important factors affecting 

the accuracy of the discrete-time model [98]. 

The piecewise linear model and the discrete-time 

model are both accurate models and suitable for  slow- 

and fast-scale stability analysis [35]. However, these 

modeling approaches are not entirely compatible, espe-

cially as the scenario expands to the whole system level. 

Table Ⅱ summarizes the comparative results between 

various large-signal and small-signal modeling methods. 

TABLE Ⅱ 

COMPARISON OF LARGE- AND SMALL-SIGNAL MODELING METHODS FOR A MICROGRID 

Models Accuracy Efficiency Complexity Effective timescale Application Limitations 

S
ta

te
-s

p
ac

e 
m

o
d
el

s 

State-space av-

eraging models 
[35], [36], [38] 

Medium High Simple Slow-scale 
Three-phase bal-

anced systems 

Sideband effects, harmonics, 

and their interactions are not 
considered 

Generalized 

averaging models 

[37], [39] 

Medium~ 
High 

Low~ 
High 

Simple~ 
Complex 

Fast-scale and 
slow-scale 

Multi-frequency 
coupling 

Not suitable for signals con-

taining amount of harmonic 
components; Harmonic trun-

cation error 

HSS models 
[40], [41] 

High Low Complex 
Fast-scale and 

slow-scale 
Multi-frequency 

coupling 
The spectrum leakage caused 

by the Fourier transform 

Piecewise linear 
models [37] 

High Low Complex 
Fast-scale and 

slow-scale 
Device and subsys-

tem levels 

Lack of subsection basis; The 

error caused by ripple and 
extended timescale is not 

considered 

Discrete-time 

models [94][96] 
High Low Complex 

Fast-scale and 

slow-scale 

Device and subsys-

tem levels 

The spectrum leakage caused 

by sampling period setting 

Impedance models 

[34], [93][96] 
High High Simple Slow-scale 

Multi-converter 

paralleling systems 

The internal stability of the 

converter cannot be analyzed 

C. Model Simplification 

The stability analysis at the device level is widely 

used in parameter design, and detailed models with high 

precision can be adopted without considering scalability. 

However, when the stability analysis is extended to the 

multi-DG system, the scalability and computational 

efficiency of the model become important. On the other 

hand, because of the nonlinear coupled structure of the 

system, it is also very difficult to gain insight into the 

key factors affecting stability through detailed models 

[99]. Thus, there are growing appeals for reliable ROMs 

that retain the main dynamic behavior of the system. 

To simplify the stability analysis, previous AC MG 

modeling has often been based on assumptions such as 

ignoring the dynamics of the DC side [6], [80], [81] and 

the internal loop control [100], [101] of the inverters. 
However, this would lead to critical dynamics being 

ignored for large capacity inverters, since their low 

switching frequency limits the bandwidth of internal 

control loops [82]. Therefore, simplified models need to 

retain the dominant dynamics to ensure accuracy. The 

widely used methods for simplifying models of pow-

er-electronized power systems are reviewed, including 

dynamic aggregation and order reduction based on 

singular perturbation theory [35]. In addition, the 

equivalent methods for network models and the simpli-

fied methods for impedance models are presented. 

1) Dynamic Aggregation 
The MG system integrates a large amount of equip-

ment for renewable energy, and contains many units 
with low capacity. With the increase in system size, it is 

not realistic to include every device in modeling. Con-

sequently, the generator sets need be clustered, and all 

of the dynamic characteristics of each category are ex-

pressed by one or a few equivalent models [35]. A 
model-reduction method based on dynamic aggregation 

is proposed in [102], where inverters are clustered based 

on their electrical distance from the grid, and the 
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equivalent model of each clustering is derived. The 

model simplification of loads, especially constant 
power load (CPL) models, is also an important devel-

opment direction for this method. An overview of re-

search on the purpose, application scenarios, and ag-

gregation methods of demand-side load aggregation is 

presented in [103]. However, the method is unable to 
analyze the effects of factors such as changes in indi-

vidual device parameters, and the complex dynamic 

behavior of devices can make equivalent aggregation 

difficult. In addition, there is a lack of unified, concise, 
and effective equivalence criteria for equipment such as 

grid-connected inverters.  

2) Singular Perturbation Reduction 
Based on the multi-timescale characteristics of the 

MG system, variables can be divided into fast and slow 
variables according to the timescale [104]. After de-
coupling variables with different timescales, fast varia-
bles are ignored, and slow variables are retained to 
achieve model order reduction. The order-reduction 
process of the state-space model based on singular 
perturbation theory is: 

Step 1: Obtaining the full-order state-space model of 
the system. First, eigenvalues and eigenvectors of the 
state matrix are calculated to identify the dominant 
modes of the system. Then, through the participation 
factors analysis below, the influencing degree of each 
eigenvalue on the mode is ascertained [83]: 

1

T

ij ij

ij N
T

kj jk

k

u v
p

u v





                          (25) 

where i is the number of modes; and j is the number of 

state variables. 
Step 2: Obtaining the perturbed model of the system. 

Based on the results of the participation factor analysis, 
all state variables of the system are classified into slow 
variables (having significant effects on the dominant 
modes) and fast variables (having little impact on the 
dominant modes). Then, the state equations related to 
fast variables are changed to the following perturbed 
form, while the original state equations of slow varia-
bles are retained, i.e.: 
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
 


                         (26) 

where 0＞  is a small real number; while nx R  and 
mz R  are slow and fast variables of the system, re-

spectively. 
Step 3: Setting 0 = , the state equations in the sin-

gularly perturbed form can be converted into the 
steady-state equations, as: 

( , ) 0g x z                               (27) 

Also, the steady-state solution of fast variable z can 

be derived as: 

( )z h x                               (28) 

Finally, by substituting (27) and (28) into (26), the 

original (n+m)-order system model can be simplified to 

n-order, given by: 

( , ( ))x f x h x                          (29) 

Based on the participation factor analysis, the per-

turbed ROM can accurately describe the dominant dy-

namic features in the system. However, because of the 

linearization nature of the model, the participation fac-

tor can only give an accurate correlation between the 

low-frequency mode and the state variables [108]. 

Therefore, the contribution of state variables to global 

modes of the system under actual transient perturbations 

is still to be further investigated. 

3) Kron Reduction 
Kron reduction is a method to simplify the dynamic 

model of the electrical network. It assumes that network 

nodes are classified either as internal or boundary nodes. 

After that, the complex network model is replaced by a 

simpler circuit having fewer nodes but the same termi-

nal behavior of voltages and currents at target vertices 

[106], [107]. ROM is used to analyze the oscillations 

between inverters in [82]. To account for the general 

case of inverters with coupling inductors, the Kron 

reduction method is involved in this model to present a 

simplified topology that allows inter-inverter oscillating 

currents to be singled out. Finally, a small-signal model 

is derived based on singular perturbation theory. 

The Kron reduction is suitable not only for the model 

simplification of steady-state networks but also for tran-

sient stability analysis [82], [106]. In [105], mod-

el-reduction methods are proposed for systematically 

reducing large-signal dynamic models of 

droop-controlled inverters in islanded MGs, where Kron 

reduction is employed to isolate the mutual inverter in-

teractions and clearly illustrate the equivalent loads that 

the inverters have to support in the MG. In applying Kron 

reduction for transient analysis, admittance models of the 

network are replaced by differential models, so it is dif-

ficult to ensure that the simplified circuit has the same 

structure of transfer functions as the original model [106]. 

4) Other Methods 
In the modeling of impedance models for inverters, a 

large number of inverse operations are needed to derive 
the impedance matrix in (22), which contains coupling 
terms that make it difficult to establish a connection 
with the actual physical parts. In [93], the coupling 
terms of the impedance matrix are divided into two 
categories according to their correlation with the PLL. 
Considering the effect of the dynamic error of the PLL, 
the coupling terms introduced by the PLL are retained, 
while the coupling terms introduced by other parts are 
ignored to simplify the impedance model. Also, the 
obtained impedance expression has a clear relation with 
the actual physical parts, which is helpful when de-
ter-mining theoretically the influence of the stable op-
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eration points and control parameters on the inverter 
impedance. In classifying the coupling terms, the 
method, similar to participation factors analysis, essen-
tially refers to the concept of sensitivity analysis. 

The advantages, disadvantages, and applicability of 

the various model simplification methods applied to the 

multi-timescale model of the MG are summarized in 

Table Ⅲ. 

TABLE Ⅲ 

ADVANTAGES, DISADVANTAGES, AND APPLICATION OF MODEL SIMPLIFICATION METHODS IN MICROGRID 

Methods Advantages Disadvantages Application 

Dynamic aggregation 

[35], [100], [101] 

√  Integrate a large number of genera-

tion-side/demand-side units into a flexible ag-
gregator that participates in system dispatching 

×  The effects of random-

ness and intermittency 

of individual equipment 
on the global model are 

ignored 

 Fast-scale and slow-scale 
 Large number of genera-

tion-side units or demand-side 

loads 

Participation factors 
analysis [81], [102] 

√  Reflect the degree of influence of parameter 

changes on system state variables 

√  Identify key parameters that affect the stability 

of the system at low frequencies. 

×  Perturbation aspects are 

not taken into account 

when analyzing the 
contribution of the 

model to the state vari-

ables 

 Low-frequency oscillation 

analysis 
 Design of power system 

stabilizers 

Singular perturbation 
reduction [77], [81], 

[102], [103] 

√  Simplify the model of the system in terms of 

timescales 

√  Retain the main dynamic features of the system 

×  The basis for classifying 

fast and slow variables 
will affect the accuracy 

of the model 

 Fast-scale and slow-scale 

 Reduction of higher-order 

models with multiple time-
scales 

Kron reduction [80], 

[103][105] 

√  Retain the characteristics of the network target 

node 

√  Interactions between components can be sep-

arated 

×  The simplified circuit 

structure would be 

changed 

 Fast-scale and slow-scale 

 Complex network model 
simplification 

Ⅳ.   MULTI-TIMESCALE DYNAMIC STABILITY 

ANALYSIS OF AC MG 

A. Definition and Classification of Multi-timescale 

Dynamic Stability in the MG 

1) Definition 

The dynamic stability of an MG refers to the ability to 

restore stable operation after disturbances, relying on 

control measures such as control loops, energy storage 

devices, and generator/load shedding. This is a collec-

tion of dynamic characteristics on different timescales 

like power equipment and networks [63]. In traditional 

power systems, synchronous generators are the biggest 

factor that affects the dynamic performance of the sys-

tem [33]. However, DGs in MG systems are generally 

connected to the grid through inverters, which leads to 

inertia defects [73]. These inverters may also adopt dif-

ferent control strategies, making the system heteroge-

neous and prone to stability problems [11]. In the hier-

archical control strategy, there are some inherent com-

munication delays in the processes of information ac-

quisition and transmission, and even packet dropout, 

which can lead to system instability [1], [109]. The in-

troduction of multi-timescale controllers in power elec-

tronics equipment broadens the frequency bandwidth of 

the system [32], and the equipment also responds to 

disturbances within the broadband [33]. The MG is 

anonlinear system in nature, which leads to dynamic 

coupling and interactions between components with 

different timescales [35]. For example, the electromag-

netic delay of the network, despite having sufficiently 

fast timescale dynamics, can affect the dynamic behav-

ior of the degrees of freedom associated with slower 

timescale droop control [99]. In multi-inverter parallel-
ing systems, there are interactions between inverters and 
the power grid. They cause harmonic resonances and 
system instability [75]. There are also dynamic interac-
tions between sources and loads. These increase the 
complexity of the dynamic stability analysis in the MG 
system. With the increase in system size and capacity, 
the interactions between components become more no-
ticeable [6], [34]. To further investigate the mechanisms 
and characteristics of MG systems, the classification of 
system dynamic stability needs to be reconsidered. 

2) Classification 
As a smaller low-voltage distribution system, an MG 

has a small and predominantly resistive line impedance, 
which leads to small phase angle differences between 
the node voltages [22]. Therefore, more attention is paid 
to the stability of voltage and frequency in the stable 
operation of the MG system. On the one hand, MG 
voltage stability refers to keeping the voltage amplitude 
at the levels required by the system [110]. Different 
from the frequency, the voltage is a local variable, and 
there is a circulating reactive current between DGs [60]. 
Under normal line conditions, the coupling of voltage 
control and active power control is significant [4], [11], 
[22]. Typical problems, such as inaccurate reactive 
power-sharing in classical droop control, are caused by 
the difference in the line impedances between the in-
verters and the PCC [22]. The dynamic characteristics 
of the loads also affect the voltage and transient stability 
of the MG [110]. With the large-scale use of new energy 
sources, the short-circuit capacity of the system de-
creases significantly, and the main grid has insufficient 
capacity to support the voltage. System flows also 
fluctuate dramatically because of the characteristics of 
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the new energy sources, significantly increasing the 
voltage regulation pressure on the system. 

On the other hand, the frequency stability of an MG 
refers to the system frequency within the preset limits. In 
grid-connected mode, frequency is regulated by the main 
grid as a global variable [90]. However, in islanded op-
eration, MGs need to control system frequency through 
coordination and synchronization between various units 
in the system [110]. With conventional generators being 
replaced by the new energy sources in the MG, the fre-
quency regulation capacity of the system is significantly 
reduced. In the classical droop control mechanism 
without communication, which is widely used in the MG 
system, it leads to voltage and frequency deviations [22], 
[29], [111], [112], and the design of the droop coefficient 
also needs to consider the balance between pow-
er-sharing and system stability [22], [25], [45], [58], 
[113]. In addition, because of the strong nonlinear 
characteristics, the voltage and frequency of the MG are 
coupled, and it is difficult to simply classify the insta-
bility phenomenon of the system as the instability of 
voltage and frequency [3]. 

The voltage and frequency stability of the MG can be 
determined by small- and large-signal stability analysis 
[90]. The asymptotic stability of the system at the op-
erating point can be determined based on the linearized 
model through small-signal stability analysis, but in-
formation on the stability margin at the operating point 
cannot be provided [114]. This problem can be over-
come by implementing large-signal stability analyses 
based on non-linear techniques. However, compared 
with the traditional power system, the MG system has 
more complex dynamic characteristics, and there are 
interactions between power electronic equipment, 
power networks, and generator mechanical motion. 
These may lead to unstable oscillations in the power 
system over a wide frequency range. To accommodate 
this change, based on singular perturbation and stability 

region theory, a timescale decomposition method for 
power system stability analysis is proposed in [47], [51], 
[53]. This establishes a link between the traditional 
large- and small-signal stability analysis, and is appli-
cable to the analysis of multi-timescale systems. 

In MG systems, the main factors causing small dis-
turbances include feedback controllers, load changes, 
power limitations of DGs, and communication delays, 
while the main factors causing large disturbances in-
clude system faults, mode switching, and DG/ load 
switching. For the above factors, there are various ways 
to improve the stability of the MG, such as through 
auxiliary controls of DGs [12], [30], [64], [75], stabi-
lizers [115], coordinated controls [26], [66], [86], and 
energy storage systems (ESS) [87], 108] to improve the 
small-signal stability, and the improvement of transient 
stability is mainly considered from the aspects of ESS, 
load shedding [116] and transient stability assessments 
[45]. The stability problems associated with power 
electronic devices can be divided into slow-interaction 
stability and fast-interaction stability. Here, the slow 
interaction mainly refers to the coupling between the 
control of power electronic equipment and the slow 
response components of the power system, such as 
synchronous generators, and the instability is mainly in 
the form of low-frequency oscillations. For fast inter-
action, it mainly refers to the coupling between the 
power electronic equipment control, and power system 
fast response components, and instability is mainly 
shown as resonance and high-frequency oscillations 
caused by interactions between controllers and passive 
components. Therefore, a study of the interactions and 
the coupling properties of power-electronized power 
systems is required to optimize the interaction stability 
of the system. Based on the above discussions, the dy-
namic stability classification of an MG is given in Fig. 7 
according to relevant variables, instability factors, 
analysis methods, and optimization. 

 

Fig. 7.  Dynamic stability classification of the AC MG [1], [3], [88], [114]. 

B. Multi-timescale Stability Analysis Methods for the MG 

1) Small-signal Stability Analysis 
MGs are always subjected to small disturbances, such 

as small output fluctuations in DGs, load changes, pa-
rameter variations, etc. In a large-scale power system 
with large inertia and infinite bus, it is difficult for small 
perturbations to have a substantial influence on the 
current operational state of the system. In contrast, MG 

systems have smaller capacity and lower inertia, while 

power electronics equipment may introduce negative 

damping to the power system in various frequency 

ranges, making the system less stable and weakening 

the anti-disturbance capability of the system [118]. As 

the system damping decreases, dynamic interactions 

become more prominent, and may eventually lead to 

wide-frequency domain oscillations [82]. 
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The existing studies on the small-signal stability in 
MGs mainly evaluate the asymptotic stability of the 
system at a certain equilibrium point. This can provide a 
certain basis for the design and optimization of system 
parameters [35], [78]. The small-signal stability analysis 
of the MG mainly includes eigenvalue analysis methods 
based on state-space models and impedance analysis 
methods based on frequency domain criteria [63]. 

a) Eigenvalue Analysis Method 
The eigenvalue analysis method is widely used in 

electromechanical oscillation analysis in power systems 
because of its simple principles and strict criteria. This 
method can identify important information about sys-
tem stability, such as the system oscillation frequency, 
oscillation amplitude, and system damping according to 
the eigenvalue analysis, and provide the basis for sys-
tem parameter design/optimization combined with the 
sensitivity analysis. The application processes and steps 
of this method in small-signal stability analysis of AC 
MGs are described in detail in [81], involving the 
modeling of the state-space model, eigenvalue analysis, 
and sensitivity analysis. 

Sensitivity analysis is widely used in stability analysis 
and parameter design for conventional power systems and 
MGs because it can reflect how parameter changes affect 
system state variables [63]. For example, most power 
electronic loads in MGs behave as CPLs with negative 
damping characteristics, as shown in Fig. 8, which make 
the system more susceptible to oscillations [6], 

[119][121]. Based on the linearization theory at operat-
ing points, some researchers have developed state-space 
models for MGs with CPL and analyzed the small-signal 
stability of the system using eigenvalue analysis [6], [77], 

[122][125]. Moreover, the results of the sensitivity 
analysis show that CPL has a negative impact on the 
low-frequency mode stability of the system. 

 
Fig. 8.  Negative impedance characteristics of constant power 

load [116]. 

As a global stability analysis method, eigenvalue 
analysis can evaluate the stability of the MG regardless 
of the location of instability sources [42]. However, this 
method requires the parameters of all components in the 
system, and the order of the state-space model at the 
system level is generally high, which leads to compu-
tational difficulties and poor practicability [80]. In ad-
dition, the AC MG system is generally unbalanced in 
the three phases, and the state-space model will become 

quite complex, which further reduces the practicability 
of this method [3]. 

b) Impedance Analysis Method 
Based on the concepts of frequency domain transfer 

functions and impedances, the whole system is divided 
into load and source subsystems based on a certain node 
to study the port characteristics of the subsystem [80]. 
The small-signal stability of the interactive system can 
be determined when both the source and load subsys-
tems can independently operate stably, and the output 
impedances of the two subsystems satisfy the Nyquist 
criterion in the full-frequency band. A review of the 
impedance modeling and stability analysis methods for 
grid-connected inverters is presented in [34]. Compared 
to the eigenvalue analysis, impedance analysis is more 
feasible in the absence of source and load parameters. 

Specific application scenarios for impedance analysis 

include [42]: ① the interaction stability between the 

inverter and grid; and ② the interaction stability be-

tween multiple inverters. It should be noted that the 
stability analysis results of this method may change 
with the variations of nodes, and thus the conclusions 
are partial and insufficient. The impedance analysis 
method does not combine with the method similar to the 
participation factors analysis, and it is difficult to ex-
plore the rule that the damping level affects the oscilla-
tion modes at present. In addition, when the impedance 
includes poles on the right-half plane, the accuracy of 
the stability assessment based on impedance analysis 
methods may not be guaranteed. Moreover, as a 
small-signal stability analysis method, this method 
cannot reflect the stability margin of the system. 

2) Large-signal Stability Analysis 
Similar to traditional power systems, MG systems 

suffer from transient instabilities under large perturba-
tions, but because of strong nonlinearities, the interac-
tions within the system are more complex, and the in-
stabilities are often intertwined and difficult to distin-
guish, which results in more diverse forms of system 
instability. For power-electronized power systems such 
as MGs, an important goal of transient stability analysis 
is to provide system stability margin information to 
ensure the safe and stable operation of the system [35]. 
However, small-signal stability analyses are only ef-
fective near the equilibrium point of the system and 
cannot predict or quantify the asymptotic stability do-
main of the system [35], [78], [90]. Moreover, MGs are 
nonlinear system in nature, and the small-signal stability 
analysis methods based on the linear models do not 
apply to large-signal stability analysis [45]. However, 
this can be overcome by large-signal stability analysis, 
and the common methods include time-domain simula-
tion methods and direct methods [3], [126]. 

a) Time-domain Simulation Method 
Time-domain simulation is a mature and widely used 

stability analysis method. In this method, the curves of 
the state variables varying with time are obtained by 
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solving the differential-algebraic equations of the sys-
tem. In [31], the transient instability process of the 
asynchronous generator with different mechanical loads 
is analyzed, and the influence of asynchronous genera-
tor parameters on the fault clearing time is validated 
with simulations performed in the PSCAD-EMTDC 
environment. In the study on a droop-controlled DC/AC 
inverter connected to an infinite bus, a methodology is 
provided in [127] to study the effect of model order 
reduction on the domain of attraction (DOA) estimation 
and time-domain simulations. However, the DC-side 
dynamics and nonlinear characteristics of the inverter 
are not considered in the modeling process. 

Compared with the direct methods, the time-domain 
simulation methods have higher precision and effec-
tiveness [3]. As the most reliable method for stability 
evaluations, the time-domain simulation method is 
suitable for any complex system or control strategy and 
is often used as the test standard for other transient 
stability analysis methods. However, the numerical 
integration of dynamic equations in time domain sim-
ulations is slow. With the increase of the order of system 
state variables, the computation will increase greatly, 
and the calculation speed cannot meet the demand of 

online monitoring and control. When the running state 
of the system changes, the simulation model also needs 
to be constantly updated. Moreover, the method cannot 
reflect the quantitative information of the system sta-
bility margin and the mechanism of system instability. 

b) Direct Method 
The direct method, also known as the energy function 

method, calculates and compares the transient- and 
critical-energy of the system to assess the transient 
stability of the system by building a positive definite 
energy function that has a negative definite derivative. 
At present, the direct method is mainly used to estimate 
DOA at the level of power electronics devices and to 
analyze the mechanism at the subsystem level [35]. For 
instance, to avoid linearization limitations, some have 
developed nonlinear state-space models for CPL and 
performed system transient analysis based on Lyapunov 

theory [120], [121], [128][130]. The basic steps of 
large-signal system stability analysis are shown in Fig. 9. 
As seen, after determining the small-signal stability, the 
large-signal stability of the system can be further eval-
uated. In addition, the evaluation process mainly con-
sists of two steps: construction of Lyapunov function 
and estimation of DOA. 

 
Fig. 9.  An assessment framework for the large-signal stability of the microgrid [32], [35], [42]. 

Construction of the Lyapunov function: Building an 

appropriate energy function ( )V x  is the key to ana-

lyzing transient stability [70]. However, ( )V x  cannot 

be built directly because of the special form of the 
power-electronized power system. Instead, it can be 
obtained implicitly by using variable gradient and linear 
matrix inequality (LMI) methods [32], [35], [131]. The 
former is an inverse method that first ensures a negative 
derivative of ( )V x  around the equilibrium point and 

then chooses the parameters of ( )V x . However, the 

solution process of this method is relatively complex 
and is only applicable to low-order systems [32]. 

On the other hand, the LMI method is to find a posi-
tive definite matrix M to satisfy that the derivative of the 

quadratic T( ) xV x  x M  is negative definite. Consider-

ing the simple form of the alternative quadratic energy 
functions and the convenience of numerical solutions, 
this method is widely used in transient stability analysis. 
To simplify the derivation process, the LMI iterative 
algorithm is presented in [78], [132]. For each nonlinear 
term in the state matrix A, the algorithm is to set its 

maximum and minimum values. Thereby, 2r  matrices 

iA  can be obtained when there are r nonlinear terms in 

the state matrix A. Finally, these matrices are verified to 
satisfy the following LMI: 
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When iA  satisfies (30), it indicates that the system 

has local asymptotic stability. As the algorithm is exe-
cuted, the nonlinear term is continuously adjusted until 
(30) is no longer satisfied. Finally, the positive definite 

matrix M, the energy function T( ) xV x  x M , and the 

limit values of nonlinear terms are obtained together. 
Domain of attraction estimation: If a point in a spe-

cific region of the state space is taken as the initial 
running point, and the system can be “attracted” to the 
equilibrium state through a transient process, then this 
region can be called the DOA [35]. When the average 
model is used for transient stability analysis at subsys-
tem and global system levels, the DOA of the nonlinear 
system is shown in Fig. 10, where xi is an equilibrium 

point of the system before the fault. When 0t t , the 

system suffers a large disturbance, and the running point 

deviates from xi, while when ct t , the fault is cleared, 

and the system returns to the equilibrium state ex  if the 

state x is within the DOA of ex . Otherwise, the system 

will disperse and destabilize. On the other hand, the 

critical time ct  can also be obtained after determining 

or estimating the DOA. 

 
Fig. 10.  Estimation of the domain of attraction for nonlinear 

systems [35]. 

However, the exact DOA is difficult to obtain with an 

analytical approach. Therefore, in practice, the LMI 

method, unstable equilibrium point method, etc., are 

usually used to approximate the DOA [35]. The former 

method transforms the DOA estimation into a convex 

optimization problem, which is easy to solve numeri-

cally. However, this approach is based on Lyapunov 

analysis, and the estimations are usually conservative 

[78]. The latter method works by finding unstable 

equilibrium points with minimum Lyapunov function 

values and defining such point collection as the maxi-

mum level set, which is then used to estimate the system 

attraction domain. However, it is difficult to calculate 

all the unstable equilibrium points, and the existence of 

these points cannot be guaranteed on the boundary of 

the DOA [35]. 

The direct methods do not need to analyze and solve 

the nonlinear differential equations of the system. Unlike 

the time-domain simulation methods, it is fast in calcu-

lation and can quantitatively evaluate the stability margin 

of power systems through energy functions [133]. On the 

other hand, compared with small-signal stability analysis 

methods, the direct method has the following advantages 

[3]: 1) The effectiveness and available range of the direct 

method are greater than those of small-signal stability 

analysis methods; 2) It is more suitable to reflect the 

nonlinear characteristics of power electronics converters; 

and 3) Large disturbances in renewable energy such as 

photovoltaic solar and wind energy can be fully consid-

ered. In the meantime, there are some challenges in the 

application of the direct method: 1) It is not easy to find 

the proper Lyapunov function; 2) Applications in un-

balanced three-phase systems need to be verified; 3) Few 

existing studies have considered the dynamic interactions 

between power electronics converters and electrome-

chanical systems; 4) Lack of systematic mathematical 

modeling methods that can be widely used for different 

generators and loads; and 5) Modeling MG systems as 

non-autonomous or time-varying systems is a challeng-

ing and important issue. 

c) Other Methods 

In addition to the above two common analysis meth-

ods, the large-signal stability analysis methods also in-

clude hybrid, inverse trajectory and semi-tensor product 

methods. The hybrid method combines the time-domain 

simulations and Lyapunov methods. First, the time re-

sponse curve of the system state is obtained through 

time-domain simulations, and then the energy of the 

system is calculated according to the curve trajectory, 

and finally, the power angle stability of the system is 

evaluated. This method has advantages in the online 

monitoring of power systems and has a good reference 

value for transient stability analysis in MG systems [32]. 

Based on an asymptotically stable region obtained, the 

inverse trajectory method obtains that trajectory by in-

tegrating the points on the boundary of the region and 

estimates the stable boundary with the set of these tra-

jectories. The DOA can be predicted by this method 

without requiring the system dynamics to be identified, 

so it is easy to be applied to systems with more states 

[134]. However, in addition to accuracy, this method 

also needs to consider the computation demand and 

implementation difficulty when the order of the system 

is very high. Therefore, the practicability of this method 

in high-order systems needs to be improved. The 

semi-tensor product method directly determines the 

stability of nonlinear systems through the semi-tensor 

product of a multi-variable multinomial. The main ad-

vantage of this method is that it can evaluate the stability 

of the system and estimate the boundary of the region of 

attraction without building the transient energy function. 

Similar to the inverse trajectory method, this method is 

also constrained by the order of the system and is only 

limited to low-order systems currently [32]. 

3) Stability Analysis Based on Timescale Decomposition 

Considering the multi-timescale dynamical coupling 

behavior of MG systems, it is difficult to identify one 

timescale as a benchmark to describe all dynamic be-

haviors of the system. This poses great difficulties for 
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stability analysis. In the transition analysis of the MGC 

system based on angular droop control provided in [45], 

the nonlinear transient process is divided into fast and 

slow subprocesses, as shown in Fig. 11. It is worth 

noting that transient and quasi-steady-state analysis 

methods can be used for the analysis of 

fast-approaching and asymptotically converging slow 

subprocesses, respectively. To further strengthen the 

correlation between transient and quasi-steady-state 

analysis, a stability analysis method with a timescale 

decomposition algorithm is proposed and improved in 

[47], [51], [53]. By integrating the stability assessment 

of the fast and slow subsystems through a generic al-

gorithm, this method can effectively identify the unsta-

ble modes of the system. A detailed description of the 

fast and slow subsystem models in this method is: 

 
Fig. 11.  Decomposition of the transient process on timescales [45]. 

The model of the slow subsystem: First, the system 
model in this method is expressed as the singularly per-

turbed form of (26). Assume 0 0( , )x z  and s s( , )x z  are the 

initial running point and asymptotic equilibrium point of 

the system  , respectively, and 0 0( , , )t x z  is the tra-

jectory of  . Then,  n m

s s( , ) ( , ) :A x z x z R R     

0 0 s s( , , ) ( , ) ast x z x z  t   is the stability region 

of s s( , )x z . Letting ε→0 in (26), the model of the slow 

subsystem   is obtained as: 

0

d
( , )

( ) d
0 ( , )

x
f x z

t
g x z


 

 

                        (31) 

Under the constraint of ( , ) 0g x z  , a new state var-

iable space  n m( , ) : ( , ) 0x z R R g x z     is ob-

tained. Again, assume 0 0 0( , , )t x z  as the trajectory of 

the slow subsystem 0 , then 0 s s( , ) ( , ) :A x z x z   

0 0 0 s s( , , ) ( , ) ast x z x z t    is the stable region of 

0  at s s( , )x z . 

The model of the fast subsystem: Defining the fast 

timescale /t  , a new form of (26) is obtained as: 

d
( , )
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d
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d
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
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Let ε→0 in (32), which means the time is scaled, x is 

approximated as its constant 0x , and the model of the 

fast subsystem F ( )x  is obtained as: 

d
( , )

d( )
d

( , )
d

x
f x z

z
g x z









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
 


                         (33) 

In (33), (x, z) is regarded as an equilibrium point of 

F (x) if and only if ( , )x z  . Again, assume 

0 ( ( )x  
0 0 0, ( , , ))x z x z  as the trajectory of F ( ),x  

then, * m *

F 0 0 0 0 0( , ) : ( , , ) ( , )A x z z R x z x z     as 

τ→∞} is the stable region of ΠF(x) at *

0( , )x z . In fact, 

the effectiveness of this approach is based on the fol-
lowing three assumptions, which are proved in [47], [51]. 

Assumption 1: The stability of the fast-and 
slow-subsystems implies the stability of the 
two-timescale system. 

Assumption 2: Instability of the fast subsystem im-
plies instability of the two-timescale system. 

Assumption 3: Instability of the slow subsystem 
implies instability of the two-timescale system. 

The general flow of the timescale decomposition al-
gorithm to system stability analysis is shown in Fig. 12. 
The algorithm assumes that after the system is subjected 
to perturbations or faults, the topology of the system 
changes because of control or protection switching ac-
tions, resulting in a new dynamic system. In the stability 
analysis of such new dynamic systems, it always starts 
with the evaluation of the stability of the fast subsystem 
and continues to the slow subsystem if the fast subsystem 
is stable. If both the fast and slow subsystems are stable, 
the stability of the original system can be ensured by 
Assumption 1. Generally, the stability conclusion of the 
original system can be guaranteed when the system is not 
subjected to further switching actions [47]. To ensure the 
stability of the system, the algorithm needs to be further 
verified so that no bifurcations of fast equilibrium points 
occur due to the variation of slow dynamics in the time 
involved in the analysis [51]. 

As a global analysis tool, the timescale decomposi-
tion technique combines traditional quasi-steady-state 
and transient analysis. It means that this method can 
provide a more macroscopic view of the dynamic be-
havior and unstable modes of the system, and allow a 
more practical evaluation of the stability region. In 
terms of numerical computations, this method has a 
high degree of freedom in subsystem division and in-
tegration step selection, and thus has a good potential to 
improve analysis efficiency. The study on the interac-
tions between the fast and slow dynamics of the power 
systems such as the natural-gas hybrid MG [52] and 
wind-diesel hybrid MG [51] by using this method has 
been presented, avoiding the erroneous conclusions 
obtained from the quasi-steady-state and transient 
analysis, respectively. 

A comparison of the timescales and merits and 

drawbacks of the various methods for dynamic stability 

analysis of MGs is summarized in Table Ⅳ. 
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Fig. 12.  Flow chart of the general algorithm for stability analysis based on timescale decomposition [47]. 

TABLE Ⅳ 

COMPARISON OF DIFFERENT METHODS FOR DYNAMIC STABILITY ANALYSIS OF A MICROGRID 

Methods Effective timescale Merits Drawbacks 

Small-signal 

stability analysis 

Eigenvalue analy-

sis [6], [77], [81] 

Slow-scale 

√  Simple principles and rigorous 

criteria 

√  Provide extensive information 

on system characteristics and 

stability margins 

×  Accuracy depends on system pa-

rameters 

×  Higher-order models containing 

interactions are complex to build and 

analyze 

Impedance analy-

sis [34], [42], [80], 

[135] 

√  Low dependence on internal 

system parameters 

√  Low computational complexity 

√  Greater practicality and visibility 

×  Modeling the impedance of 

grid-connected inverters is difficult 

×  Analytical conclusions may change 

as the nodes change 

×  Stability of individual devices cannot 

be analyzed 

Time-domain 

simulation [31], 

[45], [105], [111], 

[116], [121], 

[126], [136] 

Fast-scale 

√  Mature technology and high 

practicality 

√  High reliability and validity of 

conclusions 

√  Often used as a test for other 

analytical methods 

×  Slow numerical integration and 

inefficient computation in high-

er-order systems 

×  Simulation model needs to be up-

dated as system state changes 

×  No quantitative information on the 

system stability margin is available 

×  Lack of insight into the instability 

mechanisms 

Large-signal 

stability analysis 

Direct method 

[45], [70], [120], 

[121], [133], 

[136], [137] 

 

√  Fast computations 

√  Quantitatively assess system 

stability margins 

×  Accuracy depends on the construc-

tion of energy functions 

Hybrid method 

[32], [35] 

√  Often used for transient stability 

analysis of conventional power 

systems 

×  Larger calculations in large-scale 

systems 

Inverse trajectory 

method [134] 

√  No need to identify system 

dynamics 

×  Inverse integration cannot be per-

formed for all points on the boundary 

×  Only for low-order systems 

Semi-tensor 

product method 

[32], [35] 

√  No need to construct a transient 

energy function for the system 
×  Only for low-order systems 

Stability analysis based on timescale 

decomposition [45], [47], [51][53] 
Two timescales 

√  Deeper insight into dynamics 

and instability modes of mul-

ti-timescale systems 

√  Less conservative estimates of 

stability regions and critical 

clearing times 

√  High analytical efficiency 

×  Accuracy depends on the division of 

the fast and slow subsystems 
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C. Verification 

In this part, large and small-signal modeling and 

stability analyses are performed for an islanded AC MG 

system with the discussed cascaded implemented con-

figuration. The system architecture includes two in-

verters and two linear loads, as shown in Fig. 13, which 

is a typical source-network-load structure [99]. A droop 

control structure, including power, voltage, and current 

controllers, is used in each inverter, as previously 

shown in Fig. 4. For simplicity, all inverters have iden-

tical control parameters while feeding linear loads, and 

all system parameters are listed in Table V. 

 

Fig. 13.  System structure of AC MG with two inverters and two 

resistive loads [97]. 

TABLE Ⅴ 

SYSTEM MAIN PARAMETERS OF MICROGRID [76], [79], [97] 

Symbol Description Values 

bS
 

Rated power (Inv1, Inv2) 10 kVA 

n
 

Nominal frequency 314 rad/s 

nV
 

Nominal phase-phase voltage 380 V 

fL
 

Filter inductance 1.35 mH 

fR
 

Series resistance of fL  0.1 Ω 

fC
 

Filter capacitance 50 μF 

c  
Filter cut-off frequency 31.41 rad/s 

pm
 

Default P-ω droop gain 9.4×10−5 rad/s/W 

qn
 

Default Q-V droop gain 1.3×10−3 V/Var 

cL
 

Coupling inductance 0.35 mH 

cR
 

Series resistance of 
cL  0.03 Ω 

dcC  Capacitor of DC-side 5 F 

dcL  Inductor of DC-side 1 H 

dcR  Resistor of DC-side 1 Ω 

lL
 

Line inductance 0.26 mH/ km 

lR
 

Line resistance 0.165 Ω/ km 

ls
 

Line length [0, 0, 3] km 

loadR  Resistance of linear load [37.2, 30] Ω 

1) Small Signal Modeling and Stability Analysis 

a) Full-order State-space Model and Eigenvalue Analysis 
To verify the existence of interactions in mul-

ti-timescale dynamics that may lead to system instabil-
ity, a linear state-space model of the case system is built 
in MATLAB/Simulink. With a systematic approach to 
constructing small-signal linearized mathematical 

models of droop-controlled DC/AC inverters and in-
verter-based MGs provided in [81], the system’s 
mathematical, linear state-space model is built. In the 
modelling process, the states of power, voltage and 
current control, LC filter, and coupled lines and net-

works are considered, denoted as iP , iQ , i , 
dqi , 

dqi , 

ldqii , 
odqiv  

odqii , linedqi , 1,2i  . It is worth noting that the 

DC-side circuit of the inverter is neglected in the 
small-signal modeling. This will be supplemented in the 
next large-signal analysis. 

The distribution of the system eigenvalues, as shown 
in Fig. 14 indicates that the system has multiple fre-
quency components over a wide range. In [81], the 
results of the eigenvalue analysis indicate that the 
low-frequency dominant mode is highly sensitive to the 

power controller control parameters ( , )p qm n  related to 

iP , iQ , i . Indeed, this is due to the fact that the dy-

namics of the power controller have mainly participated 
in the low-frequency dominant mode. 

 
Fig. 14.  Eigenvalue distribution of the described system in Fig. 13. 

To verify the participation of dynamics on other 
timescales for low-frequency dominant modes, it fur-
ther investigates the effect of relatively faster modules 

such as networks ( / 1.58 msl lL R   ). For instance, 

the effect of the length of the connection line between 
the inverter and the PCC on the low-frequency domi-
nant mode is illustrated in Fig. 15. To simplify the 

analysis, the connection line lengths ( 1 2,l ls s ) of in-

verters 1 and 2 are assumed to be the same, and the 
initial value of 0 represents the effective line impedance 
only consisting of the internal coupling impedance. In 
Fig. 15, it can be noted that the low-frequency dominant 

mode is influenced by 
1,2ls , i.e., as 

1,2ls  increases, the 

pair of conjugate poles in the low-frequency dominant 
mode moves away from the imaginary axis, while the 
damping increases, which means that the system tends 
to become more stable. It should be noted that a large 
droop gain is required to improve the transient response 
of DGs. This causes the low-frequency dominant mode 
to move towards the unstable region, thus making the 
system more oscillatory and eventually leading to in-
stability. To solve this problem, a larger connection line 
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impedance (longer connection line) or virtual imped-
ance control is adopted to improve the system stability 
region [99]. 

 
Fig. 15.  Effect of the length of connection lines (0→2.0 km) on 

low-frequency dominant mode. 

b) Model Reduction and Accuracy Verification 

In fact, the above conclusions are based on the 

full-order model, which has many limitations in prac-

tical implementation. Therefore, a more practical sce-

nario is considered next, where the simplified system 

model is used to focus only on the dominant mode. In 

this case, the commonly used singular perturbation 

reduction is used to simplify the system model. The 

traditional approach and the participation factor analysis 

are used to distinguish the fast and slow subsystems, 

and the ROM obtained is compared with the complet-

ed-order model (COM) in computational efficiency and 

accuracy. 

The classification criteria for the fast dynamics of 

each ROM are listed in Table Ⅵ , along with the iden-

tification results and the comparison of the final com-

putational efficiency. As for the difference in identifi-

cation principles, the models obtained by the two re-

duction methods show differences in the identification 

of fast variables and, consequently, in the system order. 

The calculation time in Table Ⅵ is the execution time 

obtained by simulation calculation with the MATLAB 

solver. In addition, with the same system parameters 

and solvers, the computational time of both ROMs for 

1s time-domain simulation tests is smaller than that of 

COM, although ROM1 is slightly smaller than ROM2. 

Of course, for the ROMs, the more critical issue is to 

ensure the dominant dynamic properties of the system 

to facilitate instability traceability. 

TABLE Ⅵ 

COMPARISON OF FAST VARIABLE IDENTIFICATION AND COMPUTATIONAL EFFICIENCY OF ROMS 

Model Principles of fast dynamic identification Results of fast dynamic identification Order Solver Calculation time (s) 

COM   28 ode23 5.893 

ROM1 
The participation factor of low frequency dominant 

mode is less than 0.5% 
, , , ( 1,2)dqi dqi ldqi odqii v i  

, 
12 ode23 3.189 

ROM2 Characteristic timescale is relatively faster line, , , ( 1,2)dqi dq dqi odqii v i    14 ode23 3.402 

A comparison of the low-frequency dominant mode 

distribution between different models when pm  

changes is presented in Fig. 16. As can be seen, com-
pared with ROM2, the variation of the mode distribu-
tion of ROM1 is closer to that of COM, which is more 
effective in retaining information on the dominant 

timescale. When 1.4%pm  , ROM1 is as close to crit-

ical stability as COM, while ROM2 is still stable, which 
implies that ROM1 is more accurate in predicting the 
stability boundary. 

The dynamic response of each model in the time 

domain simulation for 0.3%pm   and 1.5% is com-

pared in Figs. 17 and 18, respectively. For simplicity, 

only the rotational angular velocity com  of the refer-

ence frame, active and reactive output power 1P , 1Q  of 

Inverter 1 are included. In Fig. 17, all models match 

well when 0.3%pm  , i.e., away from the stability 

boundary. In Fig. 18, the difference between the models 

becomes significant at 1.5%pm  , i.e., crossing the 

stability boundary: COM and ROM1 give the correct 
prediction for system instability, while ROM2 gives the 
wrong prediction for system convergence and stability. 
This conclusion is also consistent with Fig. 16. 

In summary, both ROMs can significantly reduce the 

complexity of the system model and improve computa-

tional efficiency. For the accuracy of the model, ROM2 

identifies fast and slow dynamics based on the magnitude 

of the feature timescale and thus may fail when there are 

interactions between multiple timescale dynamics. On the 

other hand, ROM1 retains the dynamics based on the 

participation of the dominant mode, which is better for the 

dominant mode information retention and is more suitable 

for the analysis of multi-dynamic coupled systems. 

 
Fig. 16.  Comparison of low frequency dominant modes ( pm   

0.3% 1.5% ) using different modelling and method. 
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Fig. 17.  Dynamic response of different models at 0.3%pm  . (a) 

Angular velocity 
com  of the reference frame. (b) Output active 

power 
1P  of inverter 1. (c) Output reactive power 

1Q  of Inverter 

1 (Inv1). 

 

 

 
Fig. 18.  Dynamic response of different models at 1.5%.pm   (a) 

Angular velocity 
com  of the reference frame. (b) Output active 

power 
1P  of inverter 1. (c) Output reactive power 

1Q  of Inverter 

1 (Inv1). 

2) Large Signal Modeling and Stability Analysis 
The general small-signal analysis presented above is 

based on a linearized model, which is usually used for 

small perturbation cases to ensure validity. A more 

comprehensive and accurate assessment of AC MGs’ 

dynamic stability can be achieved by complementing it 

with large-signal analysis. Thus, a nonlinear mathe-

matical model of the case system, including the DC-side 

and drive circuits, is constructed in this part as a basis 

for large-signal stability analysis, and the DOA for the 

equilibrium point is estimated. 

a) Establishment of Nonlinear Models and Nonlinear 

Terms 

In the previous small-signal modeling, the DC sides 

of the inverters are assumed to be supplied by constant 

voltage sources, which neglects the correlated dynamics. 

However, since large DC transients exist, such as a drop 

in DC wind turbine output capacity due to slowing wind 

speed, it is necessary to analyze the effect of the 

DC-side circuit on the system stability. The dynamics of 

DC-side and drive circuits are studied in previous 

large-signal stability analyses [78]. Therefore, the 

DC-side circuit, driver, and switching circuit of the 

inverter, as in 0, are involved in the nonlinear model of 
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this part. Firstly, the nonlinear state-space model of the 

DC-side circuit is denoted as: 

 
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  (34) 

 
Fig. 19.  DC-side and driver circuits of the inverter [76]. 

where dc dc dc dc, , ,i i i iL R C V  are the inductance, resistance, 

capacitance, and the source voltage of the DC circuit of 

inverter i, respectively; dcii , dciv  are the DC current and 

DC voltage of inverter i, respectively. It should be noted 

that a certain factor of the matrix dciB  is a function of 

the state variable dciv  and is considered a nonlinear term, 

which differs from the linearized model. Then, in the 
three-phase balanced system, the driver and switching 
module circuits of the inverter are assumed to operate in 
the linear region, and the corresponding state-space 
model is defined as: 
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                   (35) 

where tiV  is the amplitude of the triangular carrier sig-

nal of the drive circuit of inverter i; while *

idiv , 
*

iqiv  are 

the reference signals for the voltage in the dq-frame 
provided by the current controller. Similarly, certain 

elements of the matrix i  are functions that refer to dciv . 

Similar to (34) and (35), the other modules of the system 
are modeled and finally integrated to obtain the non-
linear system model as: 

mg mg mg mg mg( ) x A x x B                    (36) 

where mgx  is the column vector composed of the sys-

tem state variables; mgA  is the system nonlinear matrix 

as a function about mgx ; and mgB  is the input constant 

column vector. By moving the equilibrium point to the 

origin mg mg mg

e x x x , where mg

e
x is the equilibrium 

point, the system can be transformed into an autono-

mous system mg mg mg( )x x A x  [138]. For simplicity, 

simple linearized models can be established by assum-
ing that the voltage and current loops of the inverter are 

controlled ideally with minimum perturbations. More-

over, as in [78], [81], 1  is set to 0 and kept constant 

since Inverter 1 is set as the reference frame, while 
2  is 

considered small because of the small network of the 
case system. As a result, the non-repetitive nonlinear 

term in 
mg( )xA  is obtained as: 
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                 (37) 

b) Large Signal Stability Analysis and DOA Estimation  
Based on the Takagi-Sugeno (TS) multi modeling 

theory and the estimation algorithm of DOA mentioned 

in [78], [132], the LMI solver computes dc1minv   

497.82 V , 1min 190.53 Vodv   , dc2min 497.80 Vv   , 

2min 190.34 Vodv   , and the corresponding positive 

definite matrix M is obtained. For better visualization, 

( )V x  is projected onto a 2D plane about 1 1P Q  as 

shown in Fig. 20(a). It can be seen that ( )V x  is greater 

than 0 and has negative partial derivatives. The estima-
tion of DOA is shown in Fig. 20(b), and the system is 
asymptotically stable under large-signal disturbances 
within the stability domain about the equilibrium point. 

 

 
Fig. 20.  Illustration of the Lyapunov function ( )V x  and the 

DOA on the 
1 1P Q  plane. (a) Constructed Lyapunov function. 

(b) DOA on the 
1 1P Q  plane. 
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DOA variation in the 1 1P Q  and 2 2P Q  planes as 

the DC-side capacitance changes is shown in Fig. 21. In 

Fig. 21(a), the parameters of DC-side capacitance of 

Inverters 1 and 2 are set to be the same, and decrease 

from 5 F to 0.5 F, whereas the DOA in the 1 1P Q  plane 

is significantly reduced. A similar variation of DOA is 

observed in the 2 2P Q  plane in Fig. 21(b). It indicates 

that the DC-side capacitance has a large impact on the 

system stability domain even though its characteristic 

timescale is slower than the AC-side system. 

 

 

Fig. 21.  Evolution of estimated DOAs with changes of the DC 

side capacitance 
dcC . (a) DOAs on the 

1 1P Q  plane. (b) DOAs 

on the 
2 2P Q  plane. 

The variations of DOA in the 1 1P Q  plane and 

2 2P Q  plane with the change of the connection line 

length are illustrated in Fig. 22. To simplify the analysis, 

the connection line lengths of Inverters 1, and 2 are set 

to be the same. In Figs. 22 (a) and (b), the DOA is sig-

nificantly enlarged in both the 1 1P Q  plane and the 

2 2P Q  plane as 
1,2ls  increases from 0 to 1.0 km. It 

means that longer connection lines have a positive effect 

on DOA, and the system can converge and stabilize 

when subjected to large signal perturbations over a 

larger range. 

 

 
Fig. 22.  Evolution of estimated DOAs with changes in the length 
of the connection line. (a) DOAs on the 

1 1P Q  plane. (b) DOAs 

on the 
2 2P Q  plane. 

Ⅴ.   DISCUSSION ON FUTURE TRENDS 

Compared with traditional power systems, MGs have 

the advantages of flexible controllability, high energy 

potential utilization efficiency, small transmission loss, 

better environmental impact, etc., and are one of the 

potential major development trends of power systems in 

the future. With the in-depth study of AC MGs in recent 

decades, the problems of system control and stability, to 

a certain extent, have been solved. However, some 

challenges still need to be tackled before MG technol-

ogies can reach their full potential, and the future di-

rections of work are summarized as follows: 

A. Trends in Control Strategies for the AC MG 

The future trends of MGs’ control strategy are mainly 

related to energy services and protection, including 

demand response, optimal power flow, market partici-

pation, energy storage management, etc. [62]. With the 

expansion of the capacity and scale of the MG, the 

system has a large number of controllable resources, 

and the power flow is not limited to only one direction. 

This increases the requirements for the performance of 

voltage/frequency regulation and power flow control. 

Therefore, hierarchical control, which coordinates 

multiple timescales and multiple types of components 

on the basis of a multi-level data network, is used to 
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ensure the reliable and economic operation of the MG 

[19]. In the hierarchical control structure, distributed 

control is more equalized and decentralized than with 

centralized control, with greater applicability and flex-

ibility, especially in applying voltage and frequency 

secondary recovery [139][141], while conforming to 

the development trend of open and flat systems. How-

ever, the coordinated operation of hierarchical control 

structures is highly dependent on communication links, 

and thus, low-cost, low-latency, and high-reliability 

information communication networks are important 

research directions for future MGs and MGCs [26]. 

In AC MGs including CPL, suppressing oscillations 

to maintain system stability is still a concern for MG 

control technology. To eliminate the negative effects of 

CPL, hardware measures such as resistive loads, filters, 

and energy storage systems are suggested [142]. Some 

typical linear stabilization control strategies, such as 

active and passive damping techniques, are also applied 

to suppress system oscillations [143]. However, the 

linearization nature has confined their validity to a small 

neighborhood of predefined system steady-state oper-

ating points. To cope with the large-signal changes in 

load, which are prevalent in AC MGs in practical ap-

plication, nonlinear controls such as sliding mode con-

trol and model predictive control are suggested to ac-

commodate the wide range of input voltage and power 

variations [144][147]. However, there still exist some 

challenges in eliminating the computational stress of 

nonlinear controllers and the effects of measurement 

noise and model uncertainty. To overcome these 

drawbacks, some fuzzy logic controllers, which do not 

require all system states to calculate the control inputs, 

have good computational speed and robustness [148], 

[149]. In [150], adaptive techniques are applied to 

feedback control, which further enhances the ability of 

fuzzy stabilizers to deal with different operating points. 

Besides the management and stability control dis-

cussed above, protection systems are also necessary for 

AC MGs to ensure the reliable and safe delivery of 

electricity. Currently, the main protection schemes for 

MGs can be divided into two main categories [151], 

[152]: unit protection based on differential protection 

and adaptive overcurrent protection. The former has 

high sensitivity but requires extensive communication 

for real-time information exchange of fault currents and 

updating relay operating points dynamically, while the 

latter adjusts the protection parameters accordingly by 

tracking MG status and has fewer communication loads 

but is less sensitive. Moreover, a hybrid protection 

scheme that coordinates various existing protections in 

MG through a central controller is proposed in [151], 

which improves the accuracy and precision of the pro-

tection scheme in general and has low retrofitting costs. 

Notably, implementing multiple protection schemes in a 

single grid makes it possible to gradually upgrade from 

existing legacy systems. 

B. Trends in Modeling Methods for the AC MG 

In the stability analysis of the MG, mathematical 

modeling is a critical step in  analyzing the new types of 

instability and improving the efficiency of the analysis. 

However, in previous MG system stability analyses, it is 

difficult to balance multi-timescale characteristics and 

coupling retention in modeling, and no unified model 

has been established. In addition, the following key 

factors have not been adequately considered in the 

modeling of MG systems: 1) multiple operating condi-

tions of DGs [9]; 2) DC-side dynamics and dead-time 

effect of inverters [78], [153]; 3) dynamic interactions 

on multiple timescales [50]; and 4) equivalent models 

for complex loads such as nonlinear and unbalanced 

loads [6], [119], [154], [155]. Because of the diversity 

of power generation, loads, and equipment suppliers, 

there is a growing demand for adaptable and standard-

ized modeling methods for MG systems [36], [46]. 

Standardized model simplification methods for 

DG/load clusters and networks remain a potential area 

for further investigation, as the scalability and applica-

bility of models for the subsystem and system-level 

stability analysis of MGs face significant challenges 

[36], [46]. Moreover, in the process of model simplifi-

cation, errors caused by ignoring certain dynamics and 

parameters are unavoidable, and thus the model sim-

plification methods with high-precision and modeling 

error prediction methods are also important research 

directions [99]. 

C. Trends in Stability Analysis of the AC MG 

As the main approach of integrating new energy 

sources into the grid, the uncertainty, complexity, and 

vulnerability of MG systems will become more prom-

inent in future development. New forms of interaction 

stability problems, such as broadband oscillations, as 

well as traditional voltage and frequency regulation and 

stability issues, will also become more critical, in-

creasing the need for a better understanding of the in-

stability mechanisms of MG systems. Currently, the 

small-signal stability of AC MGs with various conven-

tional control structures and operating conditions has 

been studied extensively. However, with the wide ap-

plication of hierarchical controls in MG systems, the 

need to analyze the stability of this control system be-

comes more and more urgent [27], [156]. The ad-

vantages of distributed control have been widely dis-

cussed, but its impact on the performance and stability 

of MGs, especially in the case of communication delays, 

has not been properly studied [89], [91], [157]. The 

effect of the DC-side dynamics of the inverters on the 

small-signal stability of the system also needs to be 
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further investigated because of the intermittent and 

random nature of renewable energy sources. 

Compared with the depth and scope of small-signal 

stability analysis in AC MGs, the current studies of 

transient problems are scenario-specific without any 

benchmark system [92]. It is necessary to study the 

influence of topologies, control parameters, and oper-

ating conditions on the stability domain to optimize the 

operation of the MG system [90], [158]. For mul-

ti-timescale and strong nonlinear systems such as MGs, 

it is essential to consider multi-timescale dynamics and 

their interactions in stability analysis, but whether the 

large-signal stability analysis can be used to analyze 

such issues remains to be explored [48]. To simplify the 

analysis of the system, the influence of the DC-side 

dynamics of inverters on large-signal stability is often 

neglected, and this needs to be elucidated in future 

studies [78]. Also, when analyzing the instability phe-

nomena caused by dynamic interactions between the 

fast and slow dynamics of the system, the accuracy of 

the stability conclusions obtained by the large- and 

small-signal stability analysis still needs to be verified. 

In the exploration of the dynamic behaviors of mul-

ti-timescale systems, the stability analysis based on 

timescale decomposition seems to be a feasible research 

method, but the method is currently limited to 

small-scale hybrid dynamic systems and has not yet 

been extended to MGCs and larger complex power 

systems. 

Ⅵ.   CONCLUSION AND RECOMMENDATIONS 

This paper presents an overview of hierarchical con-

trol architecture, modeling approaches, and stability 

analysis methods in AC MGs with dynamic interactions 

on multiple timescales. In such power-electronized 

power systems as MGs, there are many state variables 

involving a wide range of timescales, and there may be 

coupling between these state variables with strong 

nonlinearities, thus presenting dynamic stability prob-

lems differing from those of traditional power systems. 

Considering the increasing size of MG systems due to 

the utilization of new energy sources and potential lim-

itations in control hierarchy design, the dynamic inter-

actions between multiple timescales become increas-

ingly significant, threatening the reliable and econom-

ical operation of the system. Traditional perceptions and 

analysis of power system stability are based on a single 

timescale and ignore the coupled interactions between 

electrical components, and thus the applicability of 

traditional system modeling and analysis methods for 

MG systems needs to be verified. To explore mul-

ti-timescale characteristics and cognize instability 
mechanisms of MG systems, this paper provides a 

definition and classification of the dynamic stability of 

MG systems and discusses the applicability of various 

modeling approaches and stability analysis methods 

from a timescale perspective. Simulation verifications 

have also been implemented for performance compar-

ison. Finally, the development trends of the control 

technology, modeling, and stability analysis in MGs are 

discussed and prospected, while the MG technology still 

has a broad development space. Further recommenda-

tions can be applied to this study, such as mul-

ti-timescale modeling and dynamic stability analysis for 

hybrid AC/DC interconnected MGs with high penetra-

tion of renewable energy sources. 
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