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Prediction of Health Level of Multiform Lithium 

Sulfur Batteries Based on Incremental Capacity 

Analysis and an Improved LSTM 
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Abstract—Capacity estimation plays a crucial role in 

battery management systems, and is essential for ensuring 

the safety and reliability of lithium-sulfur (Li-S) batteries. 

This paper proposes a method that uses a long short-term 

memory (LSTM) neural network to estimate the state of 

health (SOH) of Li-S batteries. The method uses health 

features extracted from the charging curve and incre-

mental capacity analysis (ICA) as input for the LSTM 

network. To enhance the robustness and accuracy of the 

network, the Adam algorithm is employed to optimize 

specific hyperparameters. Experimental data from three 

different groups of batteries with varying nominal capac-

ities are used to validate the proposed method. The results 

demonstrate the effectiveness of the method in accurately 

estimating the capacity degradation of all three batteries. 

Also, the study examines the impact of different lengths of 

network training sets on capacity estimation. The results 

reveal that the ICA-LSTM model achieves a prediction 

accuracy of mean absolute error 4.6% and mean squared 

error 0.21% with three different training set lengths of 

20%, 40%, and 60%. The analysis demonstrates that the 

lightweight model maintains high SOH estimation accu-

racy even with a small training set, and exhibits strong 

adaptive and generalization capabilities when applied to 

different Li-S batteries. Overall, the proposed method, 

supported by experimental validation and analysis, 

demonstrates its efficacy in ensuring accurate and reliable 

SOH estimation, thereby enhancing the safety and per-

formance of Li-S batteries. 

Index Terms—Adam algorithm, incremental capacity 

analysis, Li-S battery, long short-term memory, state of 

health. 
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Ⅰ.   INTRODUCTION 

here is now a significant emphasis on the development 

of sustainable energy and reduction of environment 

pollution. To achieve this, it is essential to reduce the re-

liance on fossil fuels and strive for a transition to clean, 

renewable energy sources such as solar and wind. Never-

theless, the intermittent nature of renewable energy ne-

cessitates the integration of advanced energy storage sys-

tems capable of efficiently capturing renewable energy and 

delivering it when required [1][4]. Battery systems can 

play a key role in these areas as an efficient intermediary 

for storing and releasing energy. However, lithium-ion 

(Li-ion) batteries commonly used in small portable elec-

tronic devices cannot meet the high energy demand of 

stationary grid energy storage [5][7], whereas their low 

energy density also hinders their application in emerging 

mobile transportation devices, such as electric vehicles [8], 

[9]. Compared with gasoline vehicles, electric vehicles are 

more environmentally friendly and safer. This has 

prompted research in developing better and more efficient 

battery energy systems [10][12]. 

Recently, research on the lithium-sulfur (Li-S) battery 

has attracted extensive attention. The electrochemical 
reaction mechanisms of Li-S and Li-ion batteries are 
different [13]. Lithium-ion intercalation in layered elec-

trode materials (such as graphite anode and lithium metal 
oxide cathode) in Li-ion batteries is often only able to 

intercalate into some specific sites, and the energy den-

sity is usually 420 Wh/kg [14]. In contrast, Li-S battery 

offers a high theoretical specific capacity (1675 Wh/kg) 

and energy density (2600 Wh/kg), while the sulfur el-
ement is both cost-effective and readily available, 
making Li-S batteries one of the attractive 

next-generation low-cost energy storage technologies 

[15][18]. Li-S batteries are mainly composed of posi-
tive electrodes, electrolytes, separators, and negative 

electrodes [19]. Their cathode material, sulfur, is a 
crown structure composed of eight sulfur atoms, and has 

very stable thermodynamic properties [20]. The high 
charge-discharge performance of sulfur is related to the 
cleavage and reorganization of sulfur-sulfur bonds in 

the S8 molecule [21][23]. However, at present, Li-S 
batteries have problems such as rapid capacity decay, 

T 
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low conductivity of the sulfur cathode, polysulfide 

“shuttle effect”, deposition of lithium ions, and volume 
change induced-structural changes during charge and 

discharge. Consequently, it is difficult to achieve 

large-scale commercial production [24][26]. 
In addition, to commercialize Li-S batteries, various 

technological challenges must be addressed. This paper 

seeks to address one of these challenges: state of health 

(SOH) estimation of Li-S batteries. SOH is an important 

part of battery management systems (BMS) as it plays a 

vital role in ensuring the safe and efficient operation of 

batteries. This aspect is particularly essential for bat-

teries that are intended for large-scale deployment and is 

also valuable for end-users [27]. 

Numerous studies have proposed a variety of ap-

proaches to develop battery SOH estimates, which can 

be broadly divided into three categories: model-based, 

data-driven, and hybrid methods that combine the first 

two approaches [28][32]. A method based on the use of 

forgetting factor recursive least squares was proposed to 

identify the equivalent circuit model, which is combined 

with support vector machine classification to complete 

the estimation of Li-S battery SOH [33]. Reference [34] 

proposes an SOH model based on capacity and power 

fading, and a double extended Kalman filter is used to 

estimate the SOH of Li-S batteries. In [35], a joint esti-

mation model based on incremental capacity analysis and 

a bidirectional long short-term memory (Bi-LSTM) 

neural network is proposed to estimate the SOH of Li-ion 

batteries, whereas a method using empirical mode de-

composition (EMD) to noise-combined multi-kernel 

correlation vector machine method is proposed for Li-ion 

battery SOH prediction in [36]. Reference [37] proposes 

an improved robust multi-time scale singular filter-

ing-Gaussian process regression-long short-term 

memory (SF-GPR-LSTM) modeling method for the 

remaining capacity estimation, while an improved an-

ti-noise adaptive long short-term memory (ANA-LSTM) 

neural network with high-robustness feature extraction 

and optimal parameter characterization is proposed for 

accurate remaining useful life (RUL) prediction [38]. 

Based on the experimental results of the previously 

proposed method, it is evident that the model-based 

method can achieve higher accuracy for a certain cate-

gory of batteries. However, it still has limitations when 

it comes to nonlinear system planning and the identifi-

cation and prediction of batteries across multiple cate-

gories. In other words, it lacks robustness and general-

izability. On the other hand, the deep learning method, 

while consuming certain computational resources, 

manages to maintain high accuracy and strong gener-

alizability simultaneously. For Li-S batteries, the ex-

isting methods only include model-based methods, with 

the field of data-driven deep learning remaining unex-

plored. This, in turn, underscores the significance and 

novelty of our research. 

Because of the widespread commercialization of 

Li-ion batteries, numerous methods have been proposed 

to estimate the aging states. However, it is important to 

note that the internal reactions of Li-ion batteries differ 

significantly from those of Li-S batteries. In addition, the 

nonlinear decay process also varies. Consequently, the 

conventional Li-ion battery SOH model is inadequate 

for Li-S batteries. Therefore, it is important to develop 

an accurate and applicable SOH estimation method for 

Li-S batteries. This will not only enhance the under-

standing of battery aging but also serve as a crucial 

prerequisite for the large-scale implementation of Li-S 

batteries, ensuring their performance and stability. 

The existing SOH prediction methods for Li-S bat-

teries are primarily model-based estimation approaches, 

such as the Kalman filter and least squares methods. 

These methods are heavily dependent on accurate mod-

eling of the batteries. However, they also require fre-

quent parameter identification and replacement of 

equivalent topology models when the battery internal 

characteristics change. This process consumes signifi-

cant resources and requires iterative detection and esti-

mation, leading to only average computational efficiency. 

To address these limitations, this paper proposes a novel 

SOH estimation method for Li-S batteries based on in-

cremental capacity analysis (ICA) and deep learning 

models. Deep learning, as a data-driven algorithm, 

eliminates the need for extensive modeling efforts, while 

it focuses on identifying features highly correlated with 

battery capacity degradation. The ICA method is em-

ployed to extract features from the incremental capacity 

(IC) curve after Savitzky-Golay (SG) filtering. The 

features exhibit a strong correlation with battery capacity 

decay. They are then combined with conventional bat-

tery charging and discharging features to create a com-

prehensive feature map, which is subsequently input into 

a long short-term memory (LSTM) model for Li-S bat-

tery SOH estimation. To validate the accuracy and gen-

eralizability of the proposed method, transfer learning 

techniques are applied. The results underscore the in-

novative and forward-thinking nature of the method, as 

it attains high accuracy and demonstrates strong gener-

alizability. By introducing a data-driven approach and 

leveraging the power of deep learning, this research 

marks a significant departure from the traditional mod-

el-based methods used in SOH prediction for Li-S bat-

teries. The proposed method not only reduces the com-

putational burden associated with parameter identifica-

tion and model replacement but also demonstrates its 

superior accuracy and generalizability, paving the way 

for future advances. 

The rest of the paper is arranged as follows. Section Ⅱ 

introduces the characteristics of Li-S batteries and the 
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processing of charge and discharge data. Section Ⅲ in-

troduces ICA and feature extraction, while Section Ⅳ 

analyzes the methodology in detail. Section Ⅴ conducts 

example analysis, establishes the Li-S battery SOH es-

timation model and performs multi-dataset verification. 

Section Ⅵ summarizes the contributions of this paper. 

Ⅱ.   DATA PROCESSING OF LI-S BATTERY 

The Li-S batteries used in this study use carbon 
coating materials to suppress the shuttle effect of pol-
ysulfides, while interconnected carbon nanocages are 

used as the coating material for the separator of Li-S 
batteries. As for the commercial separators used to ex-
pand the data set, they refer to graphite separators. 

Physical barriers are used to inhibit the shuttling of 
lithium polysulfide, while high conductivity and high 

specific surface area also help to reduce local current 
density and improves uniformity of lithium-ion deposi-
tion. The platform shown in Fig. 1 is used to perform 

cyclic charge-discharge tests and data collection [39]. 
The Li-S battery has excellent electrochemical perfor-
mance at different rates, and the rest of the battery in-

formation is shown in Table Ⅰ. It is worth noting that 
because of the randomness of the experiments and the 

need to verify the generalizability of the model, the 
maximum capacity of the Li-S battery tested by elec-
trochemical workstations with different rates fluctuates 

between 1.31.6 Ah, while the range of charging volt-
age and the value of charging current and temperature 
are the same. 

 

Fig. 1.  Li-S battery test platform. 

TABLE Ⅰ 
LI-S BATTERY INFORMATION 

Designation Norm 

Rated capacity (mAh) 0.51 

Material S/Li 

Voltage range (V) 1.72.6 

Charge/discharge current (A) 0.422 

Temperature (℃) 25 

The voltage curve and capacity decay curve of the 
Li-S battery used at three charge-discharge rates of 1 C, 
0.5 C, and 0.2 C are shown in Fig. 2. Because of the 

change of the charge rate, the single-cycle 

charge-discharge time also changes, but the features that 

can be captured are very similar. These are the basis for 
using deep learning to build the SOH model of Li-S 

batteries. However, as shown in Fig. 2(d), the capacity 
decay curves under the three charging rates are nonlin-
ear, while the first 10 cycles are used as the test interval 

and are not used in the training of the model. As an 
indicator of the degree of battery deterioration, its SOH 
is not clearly defined. It is generally believed that the 

SOH can be calculated by the ratio of the current 
maximum capacity to the initial capacity, expressed as: 

t

0

C
SOH

C
                               (1) 

where tC  is the current remaining capacity of the bat-

tery; and 0C  is the rated capacity. 
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Fig. 2.  The voltage curve and capacity decay curve of the Li-S 

battery used at three charge-discharge rates of 1 C, 0.5 C, and 0.2 

C. (a) Li-S battery voltage-capacity curves of coated separators. 

(b) Li-S battery voltage-capacity curve for commercial separators. 
(c) Capacity decay curves of two Li-S batteries. (d) Charge 

voltage full differential curve. 

Ⅲ.   FEATURE EXTRACTION 

A. Charging Voltage Feature Extraction 

The health feature is an indicator to describe the ag-

ing degree of the Li-S battery during the cycle of charge 

and discharge. Accurately capturing the feature is a 

necessary condition for training an accurate battery 

SOH prediction model. The charging and discharging 

process of the Li-S battery is given as follows: 

Negative reaction:  

Li Li e                            (2) 

2 2Li S Li Li S (3 8)n m m n  ≤ ＜ ≤         (3) 

Positive reaction:  

8 2S Li e Li S (3 8)n n    ≤ ≤          (4) 

2 2
2

2

Li S
Li S Li e

Li S
m

                       (5) 

The general reaction formula of a Li-S battery is: 

8 216LiS S8Li  . 

It can be seen from the positive and negative reactions 

that the Li-S battery is a continuous multi-electron redox 

process. Figure 2(c) shows the capacity decay cycle of 

the selected commercial separators and coated separa-

tors batteries, while the gray box is the stage of capacity 

decay from brand new to end of life. From Figs. 2 (a) and 

(b), there are two platforms in the charging process of 

the Li-S battery, i.e., the charging Platform 1 is around 

2.2 V, and the charging Platform 2 is around 2.3 V. The 

redox reactions that occur intensively in these two 

processes lead to the emergence of voltage plateaus, 

which will be explained in detail in the following sec-

tions. In addition, the internal reaction of the battery 

also leads to a sharp increase in the charging voltage 

slope near 2.4 V, and as the number of cycles increases, 

this interval gradually shifts to the right and is closely 

related to the decreasing trend of capacity. Therefore, 

the voltage value corresponding to the voltage inflection 

point is chosen as the first input feature to extract the 

voltage inflection point and obtain the full differential of 

the charging voltage curve, as shown in Fig. 2. Because 

of the sudden change in the slope during each cycle 

when the voltage reaches approximately 2.4 V, a line is 

drawn with a slope of 0.005 and the intersection of each 

total differential curve is extracted as the voltage turning 

point. 

B. Incremental Capacity Analysis 

ICA can deeply explore and quantitatively analyze 

the dynamic relationship between voltage and capacity 
during battery charging and discharging. The previous 

section has described the two voltage platforms between 
2.3 V and 2.2 V. At this point, the redox reaction reaches 
a high equilibrium. The internal voltage of the battery 

changes slowly, but the state of charge (SOC) increases 
rapidly. As the number of cycles increases, the voltage 
platform will gradually shift upwards, and the SOH of 

the battery will decrease. As a unique electrochemical 
phenomenon in Li-S batteries, the gradual and small 
changes in voltage plateau are not conducive to quan-

titative analysis. Therefore, it is quantitatively analyzed 
by the following formulas: 

1

1

d

d

t t

t t

Q QQ

V V V









                           (6) 

0

d

t

t tQ I t                                (7) 

where tQ  is the battery capacity charge at time t; tV  is 

the voltage at time t; and tI  is the current at time t. 

Through the calculation of (6) and (7), the slowly 

changing area of the voltage plateau is converted into 
the peak value on the IC curve. This peak value corre-

sponds to the extreme point on the d d/Q V  curve, and 

reflects the voltage plateau phenomenon. This approach 
establishes an intuitive connection between the external 
characteristics of the battery and the chemical reaction 

characteristics inside the battery. The obtained IC curve 
is shown in the black part of Fig. 3(a). The original IC 
curve has large noise, so the basic characteristics of the 

curve cannot be directly identified. Thus, it needs to be 
denoised and the Savitzky-Golay (S-G) filter is used, 

which is given as: 

1
*

i m

i j

i m

j

C Y

Y
N








                         (8)
 

where Y  is the original sequence; *Y  is the filtered 
sequence; N represents the total number of sliding 

windows; j represents the position of the currently se-
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lected filtering variable; iC  is the ith correlation coef-

ficient of the sliding window, and the size of the sliding 

window is 2 1m  . Equation (8) is a basic first-order 

fitting, and is based on local polynomial least squares 
fitting in the time domain. One of its notable features is 

that it can filter out noise while preserving the shape and 
width of the signal. Additionally, it improves the 
smoothness of the curve and reduces the interference of 

noise, while different filtering degrees can also be 
achieved by changing the size of the sliding window. 

 

 
Fig. 3.  The filtering effect of IC curve and comparison chart be-

tween different cycles. (a) IC curve before and after SG filter 
processing. (b) IC curves for different cycles at a charge rate of 1 C. 

The curve obtained after applying SG filtering is il-

lustrated in Fig. 3(b). In the IC curve shown in Fig. 3, the 
two slowly changing voltage plateaus are transformed 
into two distinct peaks, namely, Peak1 and Peak2. As the 

cycling progresses, the amplitudes of these two peaks 
gradually decrease, with Peak2 exhibiting a particularly 
noticeable decline. Additionally, the corresponding 

voltage of Peak2 undergoes a slight rightward shift as the 
cycling continues. Furthermore, the slopes of the curves 

on both sides of the peak gradually decrease as the cy-
cling progresses. To conduct the correlation analysis, the 
characteristics are selected as health features. The 

scipy-find-peaks function in Python is employed, with 

the parameter distance set to 75, to extract the peaks 

corresponding to Peak1 and Peak2. 
So far, a total of 9 groups of Li-S battery health fea-

tures are extracted that may have high correlation, 
namely: charging voltage turning point, amplitude of 
Peak1, corresponding voltage of Peak1, left slope of 

Peak1, right slope of Peak1, amplitude of Peak2, cor-
responding voltage of Peak2, left slope of Peak2, and 
right slope of Peak2, and are calculated using Pearson 

correlation analysis, given as: 

cov( , )
( , )

x y

X Y
X Y

 
                        (9) 

where   represents the Pearson correlation coefficient; 

X  and Y  represent health characteristics and SOH, 

respectively; cov( , )X Y  represents the covariance of the 

two; and 
x y   represents the product of the standard 

deviations of the two. If the absolute value of   is close 

to 1, it means that the correlation between the health 

feature and SOH is high. It is commonly accepted that a 

coefficient   with an absolute value exceeding 0.9 is 

indicative of a high-quality feature and can be used as the 

input feature of the neural network for inference training. 
The scatter plot in Fig. 4 presents the calculation re-

sults for each health feature, using the data obtained at a 

charging rate of 1 C as an example. Notably, the corre-

lation of the charging voltage turning point is 0.9995, 

indicating a strong relationship. Similarly, the voltage 

correlation of Peak2 is 0.992, the amplitude correlation 

of Peak2 is 0.975, the left slope correlation of Peak2 is 

0.918, and the right slope correlation of Peak2 is -0.809. 

These five health features exhibit high correlations and 

are selected as input variables for the neural network. 
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Fig. 4.  Scatter plot of battery capacity and individual health 

characteristics at 1 C charge rate. (a) Charging voltage. (b) 
Voltage turning point. (c) The first peak of the IC curve. (d) The 

second peak of the IC curve. (e) IC curve first peak voltage. (f) IC 

curve second peak voltage. (g) Left slope of the first peak of the 

IC curve. (h) Left slope of the second peak of the IC curve. (i) 
Right slope of the first peak of the IC curve. (j) Right slope of the 

second peak of the IC curve. 

IV.   METHODOLOGY 

A. Long Short-term Memory 

Long short-term memory (LSTM) is a type of recur-
rent neural network (RNN) that represents an im-
provement over simple RNNs. When dealing with long 

input sequences in traditional neural network algorithms, 
a problem known as the gradient explosion or gradient 
disappearance may arise. This is also referred to as the 

long-term dependency problem. To overcome this 
challenge, gating mechanisms are introduced to en-
hance the performance of recurrent neural networks. 

LSTM and gated recurrent units (GRUs) are two 
prominent examples of such mechanisms. These gating 

mechanisms enable the network to selectively retain or 
discard information at each time step, to allow effective 
handling of long-term dependencies in the input se-

quence. By incorporating memory cells and various 

gates, LSTMs can capture and store relevant infor-

mation over long periods, facilitating the modeling of 
complex temporal dependencies [35]. 

By way of example, Fig. 5 shows the detailed internal 
structure of the LSTM, in which it has three special 
network structures called ‘gates’. The overall combined 

LSTM structure can effectively determine the forgetting 
or retention of information, as: 

g f 1 f( )t t t   f W x Uh b                (10) 

g i 1 i( )t t t   i W x Uh b                 (11) 

g o 1 o( )t t t   o W x Uh b                (12) 

1 c c 1 c* * ( )t t t t t    C f C i W Uh b      (13) 

c* ( )t t th o C                       (14) 

where tx  represents input vector matrix; tf , ti , to  and 

tC  represent the forget gate, input gate, output gate and 

update gate; fW , iW , oW and cW  represent the input 

matrices of the forget gate, input gate, output gate, and 

update gate; U  represents the output matrix; fb , ib , ob , 

cb  represent the input matrices of the forget gate, input 

gate, output gate and update gate; g  represents the 

sigmoid function; and c  represents the tanh function. 

Equation (10) represents the forget gate, and com-

bined with the current input tx , the state 1tC   at the last 

moment, and the output 1th   at the last moment, deter-

mines the memory to be deleted and retained. Equation 
(11) represents the input gate, and after the forget gate, 

the state tC  at the current moment is calculated ac-

cording to tx , 1tC   and 1th  . Equation (12) represents 

the output gate, and after the input gate, the output th  at 

the current moment is generated according to tx , 1tC   

and 1th  . Equations (13) and (14) are the total formulae 

of the LSTM after combining the above gates. 

 

Fig. 5.  LSTM structure. 

B. Hyperparameters Optimization 

The Adam optimizer is applied to the LSTM model to 
optimize the hyperparameters in the deep learning pro-

cess. It is obtained by optimizing the momentum and 
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exponential moving average (EMA) of the gradient de-

scent algorithm. The basic gradient descent algorithm is: 
1t t t

i i ig                              (15) 

 | t

t

i

i

L
g

 



 
                            (16) 

where g  represents the gradient;   represents the 

network parameters; and   represents the update step 

size. Gradient descent updates the parameters in such a 

way that   is updated with   as a step in the direction 

of decreasing gradient g . However, a common problem 

is that it is easy for gradient descent to fall into a local 
minimum. The way of momentum optimization is to 

consider the previous update state when   is updated, 

to avoid following the sharp reduction of the gradient to 

obtain a local minimum. The specific formula is: 

1t t t

i i it

i

g


 


                            (17) 

where   represents the parameter for adjusting the step 

size. The parameter   is calculated with the root mean 
square (RMS) of all previous gradients in the Adagrad 
optimization algorithm. The RMSProp optimization 
algorithm increases the hyperparameter   to adjust the 

parameter   as: 

2 1 2( ) (1 )( )t t t

i i ig                     (18) 

Adjusting the size of   can change the weights of 

the previous and current gradients, thereby avoiding 
sudden changes in the gradient. The Adam optimization 

algorithm combines the advantages of both Adarad and 
RMSProp, integrates adaptive parameter calculation 
based on first-order moment mean, and fully uses bias 

to control   and the step size of the update. It is a very 

popular algorithm, as shown in Fig. 6. In the calculation 
example of Li-S battery SOH, Adam’s initial loss is 

large and there are fluctuations during the convergence 
process. However, because of its excellent convergence 
and adaptability, the loss quickly becomes lower than 

those of the Adarad and RMSProp optimizers, and it  

 

Fig. 6.  Loss comparison of different optimizers. 

stabilizes after 100 epochs, which is more suitable for 

the prediction method proposed in this paper. The se-
lected evaluation indicators are mean squared error 

(MSE) and mean absolute error (MAE), given as: 

2

1

1
( )

m

i i

i

MSE y y
m 

                   (19) 

1

1 m

i i

i

MAE y y
m 

                     (20) 

where iy  and iy  represent the predicted and actual 

capacities, respectively. 

Ⅴ.   EXPERIMENTS 

Before the start of the experiments, in order to unify 
the size of various data and reduce the deep learning 
calculation, Z-score standardization is used to change 

all data to the range of [-1, 1], as: 

x 





                               (21) 

where x  is the original data;   is the mathematical 

expectation;   is the standard deviation; and   is the 

normalized data. 
In this study, capacity estimation using the proposed 

LSTM model with Adam as the optimizer is performed 

on a notebook equipped with R75800H CPU and 
RTX3060 Laptop 6G GPU. LSTM data input is based on 
the three-dimensional data of (5, 6, 5), i.e., batch size is 5, 

time step is 6, and input feature is 6 (including capacity), 
while each epoch will start at a random starting point. 
Thirty-two sets of the above 3-dimensional arrays are 

added to the model to ensure the randomness of the 
training data and improve the generalizability of the 

model. Seventy-five recursions are performed for each 
epoch, with a learning rate of 0.001, whereas 100 epochs 
are performed in the training process, and the time re-

quired to complete an epoch is about 5 s. Three different 
training sets m of 20%, 40%, and 60% are used as input, 
and the remaining data is used as a validation set to input 

the existing LSTM model to complete the prediction. 
For comparison, the back propagation (BP) neural net-
work, the RNN, and the LSTM network of non-ICA are 

also used with different training and quantities. Adam is 
used as the optimizer to implement the above four neural 

networks in Python. 
To minimize the effect of random initialization of 

network parameters on the accuracy of capacity estima-

tion, a Monte Carlo method is used to obtain 30 different 
capacity estimation results for each neural network of 

each test cell. The results are shown in Figs. 7(a)(f). 

When predicting the SOH of the coated separators Li-S 
battery after 100 epochs, LSTM has the smallest overall 

prediction error while the BP neural network has the 
worst performance. The initial MSE of LSTM is larger, 
and BP and RNN perform better than LSTM in the first 

few epochs. However, because of the strong conver-
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gence and adaptability of the Adam algorithm, the gra-

dient is optimized in a very short time. The LSTM model 
without ICA has lower accuracy because of the lack of 

multi-dimensional features. It is proved that the im-

proved LSTM algorithm proposed in this paper is very 
accurate for SOH estimation of Li-S batteries.  

 

 

 

 

Fig. 7.  (a) Validation set MSE of coated separator batteries when 20%m  . (b) Validation set MSE of coated separator batteries when 

40%m  . (c) Validation set MSE of coated separator batteries when 60%m  . (d) Capacity decay comparison curve when 20%m  . 

(e) The capacity decay comparison curve when 40%m  . (f) Capacity decay comparison curve when 60%m  . (g) Validation set 

MSE for commercial separator batteries when 20m  . (h) Validation set MSE for commercial separator batteries when 40m  . (i) 

Validation set MSE for commercial separator batteries when 60m  . (j) Capacity decay comparison curve when 20m  . (k) The 

capacity decay comparison curve when 40m  . (l) Capacity decay comparison curve when 60m  . 

Comparing the graphs in Figs. 7 (g)(l), when m is 
20%, 40% and 60%, LSTM still has the highest accu-
racy among the four neural networks, and the validation 

set errors have the minimum MSE of 0.054%, 0.013% 
and 0.011%, and the minimum MAE of 1.7%, 1.1% and 
1.03%, respectively. The generalization performance of 
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the model at different m is the best. Even if the training 

set is small, there is no situation where other methods 
have small error in the training set and large deviation in 

the validation set. Figure 7 shows the prediction of the 
commercial separator Li-S batteries. The detailed MSE 
in different m conditions at different magnifications is 

shown in Table Ⅱ. For Li-S batteries with two different 

separator materials, there are similar trends at different 
m, and LSTM is still the best prediction method. This 

proves that the LSTM model based on Adam optimiza-
tion proposed in this paper is the best for SOH predic-
tion of different types of Li-S batteries.  

TABLE Ⅱ 
SOH PREDICTION ERROR MSE (%) TABLE OF FOUR NEURAL NETWORKS AT DIFFERENT CHARGING RATES 

Battery Coated seperators batteries Commercial seperator batteries 

Train set length 20% 40% 60% 20% 40% 60% 

Type of error MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE 

ICA-LSTM 0.054 0.17 0.013 0.11 0.012 0.103 0.003 0.06 0.0021 0.046 0.0026 0.05 

BP 0.84 0.85 0.68 0.78 0.45 0.68 0.083 0.28 0.096 0.31 0.11 0.34 

RNN 0.097 0.42 0.24 0.51 0.13 0.36 0.01 0.094 0.023 0.17 0.018 0.11 

LSTM (Non-ICA) 0.12 0.37 0.19 0.33 0.099 0.29 0.09 0.032 0.076 0.29 0.067 0.26 

Ⅵ.   CONCLUSION 

In this study, an innovative approach for estimating 

the SOH of Li-S batteries is proposed. The method 
improves upon the existing LSTM model by considering 
both the external characteristics and internal reactions 

during battery charging and discharging. The health 
features are extracted using ICA, which are used as input 

data for the deep learning model. To enhance the per-
formance of the LSTM model, critical hyperparameters 
are optimized using the Adam algorithm. The estimation 

results demonstrate that the proposed ICA-LSTM model 
outperforms other existing methods, such as BP, RNN, 
and LSTM (Non-ICA), particularly when a small train-

ing set is used. The experimental results reveal that the 
ICA-LSTM model achieves a prediction accuracy of 

MAE 4.6% and MSE 0.21% with three different training 
set lengths (20%, 40%, and 60%). This indicates that 
ICA significantly improves the accuracy of SOH esti-

mation. The proposed method exhibits excellent gener-
alizability, as it can provide high-precision SOH outputs 
for different Li-S batteries. The lightweight nature of 

the proposed model also enables easy implementation in 
offline hardware applications. 

Overall, the study presents an innovative approach 

for Li-S battery SOH estimation, demonstrating the 

effectiveness of incorporating ICA and optimizing hy-

perparameters in the LSTM model. The results highlight 

the improved accuracy, generalization, and practicality 

of the method, making a contribution to advances in 

battery management systems.  
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