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Abstract—Exergy analysis is a unified approach to 
evaluating the quantity and quality of energy in inte-
grated energy systems (IESs). However, exergy analysis 
models have been relatively underexplored for IES oper-
ation in energy transmission networks. This study ad-
dresses this gap by developing an input-benefit exergy 
model and an exergy loss calculation model for each link 
within heat-and-electricity-based IESs (HE-IESs), en-
compassing the transmission networks. Then, an exer-
gy-based unified optimal operation model for HE-IESs is 
introduced by minimizing the total exergy loss of the sys-
tem. In addition, the effect of load rate on the energy effi-
ciency of energy conversion equipment is considered. By 
applying piecewise linearization to the non-convex terms 
in the objective function and the equality constraints, the 
proposed optimization model is accurately and efficiently 
analyzed as a mixed-integer second-order cone pro-
gramming problem. The case study results demonstrate 
that the proposed model reduces equipment-related ex-
ergy loss, with approximately 3.2 times the heat net-
work-related exergy loss. Moreover, the average deviation 
gaps of the overall system's exergy loss and equipment's 
output exergy power between the proposed and the ex-
isting models reach 12.94% and 27.83%, respectively. The 
maximum relative error of the solution results with the 
proposed linearization method remains below 1.2%, sat-
isfying the requirements of practical application. 

Index Terms—Mixed integer second-order cone pro-
gramming, integrated energy system, exergy loss, varying 
energy efficiency, piecewise linearization. 
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Ⅰ.   INTRODUCTION 

A. Motivations 

urrent problems associated with energy shortages, 

climate change, and environmental pollution have 

generated an urgent need to improve the comprehensive 

utilization efficiency of energy sources [1], [2]. An 

important contribution to this effort has focused on 

coordinating energy production and consumption 

through the coupling of multiple energy sources, such as 

electric power, heat, cooling, and renewables, into in-

tegrated energy systems (IESs) using energy conversion 

equipment (ECE) [3][5]. For example, the use of ECE 

components, such as combined heat and power (CHP) 

systems, has facilitated the development of 

heat-and-electricity-based IESs (HE-IESs) that meet 

demands for both heat and electric power with increased 

overall operational efficiency and flexibility [6], [7]. 

Among the extensive work conducted for ensuring 

the optimal operation of IESs, the operating cost of the 

system has been generally applied as the primary ob-

jective of optimization [8][12]. However, this limited 

optimization objective can result in low energy utiliza-

tion efficiency. This issue is addressed by the energy 

quality analysis approach conducted via the application 

of both the first and second laws of thermodynamics. As 

a result, this analysis approach can reflect the difference 

in the quality of each energy flow by evaluating the 

proportion of energy that can be converted into useful 

work, which is defined as the exergy. Accordingly, an 

analysis of exergy provides a unified scale for evaluat-

ing both the quantity and quality of energy and is 

therefore more scientific and reasonable than the quan-

tity analysis approach [13]. 

B. Literature Review 

Exergy analysis has been extensively applied in the 

field of thermodynamic engineering, such as for design-

ing CHP units [14][16] and heating, ventilation, and air 

conditioning (HVAC) systems [17][19]. Recent studies 

have applied exergy analysis in the research on IESs. 

Faizan et al. have dedicated their efforts to the modeling, 
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analysis, and evaluation of exergy-based IES. They 

proposed and developed a smart exergy hub approach to 

model the electricity, district, and individual heating 

infrastructure of China for 2020 [20]. Various individual 

heating scenarios or cases in IESs were compared using 

exergy and energy analytical methods, facilitating eco-

logically and economically favorable decisions [21]. 

Furthermore, a comprehensive review was conducted on 

applying 4E (energy, exergy, exergoeconomic, and ex-

ergoenvironment) analysis in IES, renewable energy, and 

thermal power plants [22]. Mo et al. analyzed park-level 

IESs using four exergy-economic indicators: exergy loss, 

exergy efficiency, exergy loss cost, and exergy-economic 

coefficient [23]. However, these studies did not address 

system optimization and analysis of multi-energy net-

works. Li et al. analyzed the exergy flow distribution 

mechanism in regional IES networks and proposed a 

unified exergy flow calculation model for the electricity, 

heat, and gas networks [24]. This model introduced the 

concepts of exergy-voltage and exergy-impedance as 

indicators for evaluating the system’s local energy qual-

ity. However, this model has not been applied to specific 

system operation optimization studies. Another study 

expanded the exergy analysis of heat networks by con-

sidering exergy loss within the heat transfer pipes [25]. 

However, a more complete consideration of the exergy 

loss in heat networks, including the losses at mixing 

nodes, is still required for fully optimizing the energy 

utilization of IESs. Exergy-based optimization studies in 

IESs have primarily focused on planning research. Hu et 

al. [26], [27] and Di Somma et al. [28] proposed a sin-

gle-layer multi-objective planning model for IESs by 

considering annual exergy efficiency for equipment ca-

pacity planning and type selection. In contrast, Wang et 

al. [29] and Li et al. [30] established a two-layer mul-

ti-objective IES planning model, optimizing energy 

structure and capacity configuration with exergy effi-

ciency at the operational level. However, these studies 

lack modeling and exergy analysis of the networks. 

Network layer modeling has previously been considered 

[26], but the study provides a simplistic representation of 

network losses by assigning transmission efficiency 

without incorporating network constraints in the solution 

methods. In terms of optimizing IES operation through 

exergy-based methods, Huang et al. [31] and Liu et al. 

[32] considered system exergy efficiency as an objective 

and proposed two-stage energy management strategies 

for HE-IES and day-ahead and real-time operations. 

However, these studies did not address modeling and 

analysis of the networks and their losses between energy 

providers and loads. In addition, the mathematical model 

and control variables for thermal exergy have not been 

provided. Chen et al. [33] investigated multi-objective 

optimization for IES operation based on exergy effi-

ciency, operating cost, and environmental pollution. 

However, the study considered a simplified thermal ex-

ergy expression model without network consideration 

[33]. Incorporating network modeling adds complexity to 

exergy analysis but enables a more accurate analysis of 

the exergy state at different locations within the network. 

A significant limitation of existing optimal IES oper-

ation models based on exergy is the assumption of con-

stant energy efficiencies for ECE components. Some 

studies [26], [27], [29] established multi-energy cou-

pling analysis models based on the energy hub [34]. 

However, the elements representing equipment effi-

ciency in the energy conversion matrix were treated as 

constants, leading to simplified linear optimization 

models. Similarly, constant efficiencies of equipment, 

including CHP, have been assumed in studies [28], [31], 

[33]. Input-output relationships of other equipment, 

except for energy storage, were not demonstrated [32]. 

However, the polynomial relationship between equip-

ment efficiency curves and load rates was considered in 

one study [30]. Assuming constant efficiencies simpli-

fied the model, but it can result in unreasonable IES 

operation schemes because of varying energy efficien-

cies of ECE components in accordance with operating 

conditions, including load rate and environmental pa-

rameters, and can only reach maximum values at the 

rated operating points under standard operational condi-

tions. For example, variations in the load rate can reduce 

the energy efficiency of the GTs employed in CHP units 

by up to 37.5% of the maximum efficiency. A more 

elegant solution was obtained by building an ECE effi-

ciency correction module directly into the IES planning 

model at the community level to determine the coupling 

factors as a function of the load rate [35]. 

Including exergy analysis complicates the optimiza-

tion model because of the highly nonlinear expression of 

heat exergy, posing challenges for direction solutions 

using existing commercial solvers. Therefore, research-

ers often rely on heuristic algorithms or model simpli-

fication. The non-dominated sorting genetic algorithm II 

(NSGA-II) was previously employed to solve the pro-

posed nonlinear multi-objective optimization problems 

with exergy efficiency as an objective [27], [29], [31], 

[32]. Two heuristic algorithms were used in the inner 

and outer cycles to solve capacity and hourly optimiza-

tion problems [30]. In addition, a multi-objective particle 

swarm optimization algorithm was employed [33]. 

However, heuristic algorithms have drawbacks, such as 

high computational costs, resources, and time and lack 

of guaranteed convergence, particularly for greater 

problem sizes. In addition, the solutions obtained are 

highly influenced by the algorithm's parameters. 

Therefore, such algorithms are unsuitable for optimiza-

tion operations with strict time requirements. Previous 

studies convexified and solved the network planning 

problem using the FMINCON solver [26]. Researchers 

also transformed the optimization model into a linear 

one by setting the outlet temperature of the collector as a 
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constant and using the CPLEX solver for the solution 

[28]. Both approaches simplify the optimization model 

by fixing the temperature of the heating and cooling 

loads. In practice, optimization models based on exergy 

analysis can be approximately treated using methods 

such as piecewise linearization, which transform the 

original problem into a suitable type for commercial 

solvers, enabling efficient and accurate solutions. 

C. Study Gaps 

The characteristics of existing exergy-based IES 

studies in the literature review are presented in Table Ⅰ. 

Despite the significant contributions of previous re-

search in enhancing the energy efficiency of IESs, some 

key shortcomings remain as follows: 

1) Lack of consideration of network modeling and 

losses in exergy-based optimization. 

2) Insufficient consideration of equipment energy 

efficiency changes. 

3) Inadequately efficient and accurate solution 

methods for exergy-based operation optimization. 

These limitations lead to inaccurate system exergy 

analysis, unrealistic equipment performance characteri-

zation, and low computational efficiency in previous 

exergy-based IES optimization studies. Consequently, the 

accuracy of obtained operational strategies, evaluation 

results, and practicality of the methods is compromised. 

D. Contribution 

The present work addresses the above-discussed is-

sues by proposing a unified optimal operation model for 

HE-IESs based on exergy analysis that considers the 

transmission loss of the exergy flow. The major con-

tributions of this paper are: 

1) The model established for analyzing the exergy of 

HE-IESs includes an input-benefit exergy model and a 

model for calculating the exergy loss in each link in-

cluding the networks. It consists of exergy loss models 

for both the electricity and heat networks and the exergy 

loss models of ECE, battery storage units, and circula-

tion pumps (CPs). The model enables the minimization 

of the total exergy loss of the system while also 

providing the exergy loss distribution of the entire sys-

tem for detailed analysis and evaluation. 

2) The accuracy of the proposed optimization model 

is enhanced by accounting for the influence of load rates 

on the efficiencies of ECE components, such as GTs 

and gas boilers (GBs). 

3) The proposed optimization model is analyzed ac-

curately and efficiently as a mixed-integer second-order 

cone programming (MISOCP) problem by applying 

piecewise linearization to the non-convex terms in the 

objective function and the equality constraints. 
The remainder of this study is organized as follows. 

Section II describes the exergy structure of a representative 

HE-IES and presents the input-benefit exergy model and 

the model for calculating the exergy loss of an HE-IES. 

Section III presents the detailed mathematical formulation 

of the proposed optimization model. Section IV discusses 

the application of the piecewise linearization method to the 

optimization model. Section V presents the numerical 

simulation results, and the paper is concluded in Section VI. 

The framework of this paper and the interconnections 

between the sections are illustrated in Fig. 1. 

TABLE Ⅰ 

COMPARISON OF EXISTING EXERGY-BASED INTEGRATED ENERGY SYSTEM (IES) RESEARCH WITH THE PROPOSED METHOD 

Ref. Research topics 
Network models and 

losses 
Applicability 

for optimization 
Completeness of exergy 
modeling and analysis 

Equipment 
efficiency 

Optimization methods 

[20] Modeling Not considered Unavailable Complete Constant  
[21] 
[23] 

Analysis / Evalua-
tion 

Not considered Unavailable Complete Constant  

[22] Review of analysis Not considered Unavailable Complete   

[24] 
Exergy flow cal-

culation 
Thoroughly consid-

ered 
Unavailable Complete Constant  

[25] Pipeline simulation 
Incompletely con-

sidered 
Unavailable Complete   

[26] 
Planning and effi-
ciency evaluation 

Roughly considered Available Complete Constant 
Mathematical optimi-
zation methods (with 

simplified model) 
[27] Planning Not considered Available Complete Constant Heuristic algorithms 

[28] Planning Not considered Available Complete Constant 
Mathematical optimi-
zation methods (with 

simplified model) 

[29] 
Planning and effi-
ciency evaluation 

Not considered Available Complete Constant Heuristic algorithms 

[30] 
Planning and loss 

evaluation 
Not considered Available Complete 

Variable 
with load 

Heuristic algorithms 

[31]
[33] 

Operation Not considered Available Incomplete Constant Heuristic algorithms 

[36] Operation Roughly considered Available Complete Constant 
Mathematical optimi-
zation methods (with 
approximated model) 

This 

study 
Operation and 

loss evaluation 
Thoroughly con-

sidered 
Available Complete 

Variable 

with load 
This study 
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Fig. 1.  Framework of this paper. 

Ⅱ.   EXERGY ANALYSIS MODEL 

The schematic representation and interconnection of the 

main subsections in this section are illustrated in Fig. 2. 

 
Fig. 2.  Composition of the exergy analysis model. 

A. Exergy Structure of HE-IESs 

An HE-IES mainly consists of electricity and heat 

loads, electricity and heat networks, network connecting 

components such as CPs, and ECE components such as 

CHP units and GBs. 

The exergy structure of the representative HE-IES 

considered in this study is illustrated in Fig. 3. The 

exergy can be divided into three parts according to the 

direction of exergy flow: input exergy, exergy loss, and 

benefit exergy. The portion of the input exergy of the 

HE-IES that is not lost is converted into benefit exergy 

for the electric power and heat loads through the ECE 

components and the electricity and heat networks. The 

exergy loss represents a reduction in exergy transmis-

sion and the exergy of conversion processes. 

 

Fig. 3.  Exergy structure of a representative integrated heat-and- 

electricity-based energy system (HE-IES). 

B. Models of Input and Benefit Exergy 

The input exergy of the HE-IES includes the exergy 

of natural gas and coal fuels input to the CHP units and 

GBs, the exergy of photovoltaic (PV) outputs, and the 

exergy of electricity purchased from an external utility 

grid. The benefit exergy includes the exergy of electric 

power and heat outputs to the loads. The difference 

between the input exergy and the benefit exergy is then 

defined as the total system exergy loss, which serves as 

the optimization objective employed in this study. 

1) Input Exergy Model 

a) Input Exergy of Fuels 

The exergy of natural gas and coal fuels ,ngi tFx  for a 

period t  can be expressed as: 

, ,ngi t fi tn ifi gF Fx                         (1) 

where ngi  denotes a GT or steam turbine (ST) associ-

ated with a CHP unit or a GB; fi  and fi  are the 

calorific value and energy quality coefficient [26], re-

spectively, of a given type of fuel; fi represents natural 

gas or coal, and ,tngiF  is the fuel consumption rate input 

to unit type ngi  during period t. 

b) Input Exergy of Electricity 

The dead state value of the electricity intensity 

quantity is 0, which causes the energy quality coeffi-

cient of electric power output to be 1. The exergy of 

electricity is numerically equal to the corresponding 
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energy of electricity according to energy network 

theory [37]. Accordingly, the exergy of electricity 

purchased from an external utility grid 
pur,tPx  and that 

derived from PV arrays 
pv,tPx  during period t can be 

expressed as: 

pur, pur,t tPx P                             (2) 

pv, pv,t tPx P                              (3) 

where 
pur,tP  and 

pv,tP  are the electric power purchased 

from an external utility grid and that output from PV 

arrays during period t , respectively. 

2) Benefit Exergy Model 

a) Benefit Exergy of Electricity Loads 

According to the above discussion, the exergy of 

electric power loads load,( )tPx  during period t  is nu-

merically equal to the energy load,( )tP  of the corre-

sponding electric power loads, which is expressed as: 

load, load,t tPx P                          (4) 

b) Benefit Exergy of Heat Loads 

Heat exergy Qx  is defined as the maximum useful 

work that can be obtained from the heat energy Q  

provided by a system with a temperature T  greater than 

the ambient temperature aT  under given environmental 

conditions. This is determined by conceiving a series of 

micro-Carnot heat engines that work between the en-

vironment, which serves as a thermal sink, and the 

system, which serves as a heat reservoir [13]. This can 

be formalized as: 

2 2
a

a
1 1

(1 ) =
T Q

Qx Q Q T
T T


                (5) 

where Qx  and Q  are defined during the process of 

transitioning from state 1 to state 2. This expression can 

then be applied to develop expressions for the exergy 

associated heat loads, the heat outputs of ECE compo-

nents, and the heat losses of the heat network as follows. 

Water at a supply temperature s,load,tT  flows into the 

network node of a heat load during period t  and sup-

plies heat to the load through a heat exchanger. The 

water then flows out of the node and the temperature 

drops to the so-called outlet temperature o,load,tT . Ac-

cordingly, the heat exergy of a heat load load,tx  during 

period t  can be expressed as: 

s,load,

load, p q,load, s,load, o,load, a

o,load,

ln
t

t t t t

t

T
x C m T T T

T


 
    

 

  (6) 

where pC  is the specific heat capacity of water and 

q,load,tm  is the mass flow rate through the network node 

of the heat load during period t . 

C. Calculation of Exergy Loss 

1) Exergy Loss Model of Networks 

a) Exergy Loss of an Electricity Network 

The exergy loss of electric power lines line,tPx  during 

period t  is numerically equal to the corresponding elec-

tric energy loss line,tP  and can therefore be given as: 

line, line, ,

( , )

t t ij t ij

i j J

Px P l R


                   (7) 

where the indices i  and j  denote an electric power 

transmission line running from bus i  to j  in the elec-

tricity network; 
,ij tl  is the square of the current running 

through the ( , )i j th transmission line during period t ; 

ijR  is the resistance of the ( , )i j th transmission line; 

and J  is the set of transmission lines. 

The mathematical model defining the active and re-

active power outputs of battery storage units can be 

expressed as [38]: 
2 2 2

dis, dis, pcs,maxt tP Q S ≤                   (8a) 

2 2 2

ch, dis, pcs,maxt tP Q S ≤                  (8b) 

min max( )SOC SOC t SOC≤ ≤             (8c) 

dis,

ch ch,

dis

( 1) (1 ) ( )
t

t

P
SOC t SOC t P 


       (8d) 

ch, dis, 0t tP P                          (8e) 

where dis,tP , ch,tP , and dis,tQ  are the active power values 

of a battery storage unit associated with discharge and 

charge and the reactive power associated with discharge 

at period t , respectively; 
pcs,maxS  is the upper bound of 

the apparent power of a battery storage unit; ( )SOC t  is 

the state of charge of a battery storage unit during period 

t ; minSOC  and maxSOC  are the minimal and maximal 

SOC values for a battery storage unit, respectively; and 

 , ch , and dis  are the energy loss coefficient, the 

charging efficiency, and the discharging efficiency of a 

battery storage unit, respectively. Equations (8a) and 

(8b) represent the apparent power limits for battery 

storage units; (8c) represents the upper and lower limits 

for the state of charge; (8d) denotes the hourly energy 

balance equation; and (8e) is used to prevent simulta-

neous charging and discharging of battery storage. 

Therefore, the exergy loss stPx  of a battery storage 

unit during a time horizon tT  can be expressed according 

to the corresponding energy loss stP  as: 

t

st st

dis,

ch ch, dis

1 dis

( ) (1 ) (1 )
T

t

t

t

Px P

P
SOC t P  



   

 
    

 


 

(9) 
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b) Exergy Loss of a Heat Network 

The heat exergy loss of a heat network mainly occurs 

via two processes: 1) water in the pipelines of a heat 

network undergoes convection heat transfer with the 

environment; 2) water in one pipeline may converge 

with the water in other pipelines under pressure differ-

ences, resulting in heat transfer due to temperature dif-

ferences at the corresponding network node, which is 

denoted as a mixing node. Accordingly, the total heat 

exergy loss of a heat network tx  during period t  can 

be defined as: 

pipe, mix,=t t tx x x                      (10) 

where the heat exergy loss due to convection involving 

network pipelines 
pipe,tx  and that due to mixing at 

mixing nodes mix,tx  during period t can be defined as: 

pipe

start, ,

pipe, p , start, , end, , a

end, ,

ln
jk t

t jk t jk t jk t

jk jk t

T
x C m T T T

T




 
    

 
 



(11) 

mix n,

out, ,

mix, p , a

end, ,

ln
i n

n t

t jn t

n jn jn t

T
x C m T

T


 

            (12) 

where 
pipe  and mix  denote the sets of pipelines and 

mixing nodes of the heat network, respectively; in,n  is 

the set of pipelines in which the water flows into mixing 

node n ; 
,jk tm  and 

,jn tm  are the mass flow rates within 

pipeline jk  and pipeline jn  during period t , respec-

tively; 
start , ,jk tT  and 

end, ,jk tT  are the temperatures at the 

first node and the end of pipeline jk  during period t ; 

and out, ,n tT  and 
end, ,jn tT  are the temperature of mixing 

node n  and the temperature at the end of pipeline jn  

during period t , respectively. 

The CP induces water flow through the heat network 

pipelines by converting electric power exergy into 

pressure exergy. Subsequently, the exergy loss of a CP 

p,tPx  during period t  can be expressed as [39]: 

pipe

, ,

p, p, 6

p10

jk t jk t

jk

t t

m gh

Px P



 


              (13) 

where 
p,tP  is the electric power exergy consumed by a 

CP during period t ; ,jk th  is the head loss along heat 

pipeline jk ; 
p  is the energy efficiency of the CP; and 

g  is the acceleration due to gravity. The value of ,jk th  

can be defined as [39]: 

,

, , , , , ,5 2

8 jk jk t

jk t jk t jk t jk t jk t jk t

jk

L f
h m m K m m

D g 
 


   (14) 

where   is the density of water; 
jkL  is the length and 

jkD  is the diameter of pipeline jk ; and 
,jk tf  and 

,jk tK  

are the friction factor and resistance coefficient of 

pipeline jk  during period t , respectively. 

2) Exergy Loss Model of ECE Components 

a) Exergy Loss of GT-based CHPs 

A GT-based CHP consists of a GT and an exhaust 

heat boiler that recovers and heats the waste heat flue 

gas generated by the GT and supplies the heat to a par-

ticular node of the heat network. Therefore, the exergy 

loss of both the GT and the exhaust heat boiler must be 

considered in the model. 

The energy efficiency of a GT GT,e exhibits a non-

linear relationship with its load rate. This can be ap-

proximated during period t  using the following poly-

nomial function [40]: 

GT,

GT,e, GT,
1 GTN

gi
gn

t

t gi
gi

P

P
 



 
  

 
                   (15) 

where the polynomial whose degree is gn  includes a 

monomial applied within a coefficient GT,gi  of degree 

gi , which is as an exponent of the ratio of the output 

power of a GT GT,tP  during period t  to its rated power 

GTN .P  Therefore, the exergy generated by a GT GT,tPx  

during period t  can be defined as: 

GT, GT, GT

s

G

,

T,

g

,

a

e=t t t

t
P

Fx
x P


                (16) 

The heat supplied by the exhaust heat boiler to the 

given node of the heat network increases the return 

temperature of the water at that node to the supply 

temperature. Therefore, the output heat energy GT,t  

and the output heat exergy GT,tx  of an exhaust heat 

boiler during period t  can be obtained as: 

GT, GT,

GT,

gas

h GT,t

t

t

Fx
P


 

 
  

 
 

                (17) 

s,GT,

GT, GT, p q,GT, a

r,GT,

ln
t

t t t

t

T
x C m T

T
            (18) 

where GT,h  is the collection efficiency; q,GT,tm  is the 

mass flow rate of the node in the heat network that is 

thermally connected to the GT-based CHP during pe-

riod t ; and s,GT,tT  and r,GT,tT  are the respective supply 

and return temperatures at that node during period t . 

The exergy loss of a GT-based CHP ( GT,tEx ) during 

period t  is the difference between the fuel exergy input 

to the GT and the sum of the electric power exergy and 

the heat exergy outputs. This can be expressed as: 

,GT, GT, GT,GT ( )t t ttEx PFx x x             (19) 
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b) Exergy Loss of ST-based CHPs 
At a given coal consumption rate, the energy effi-

ciency ST,e  of electric power extraction by an ST-based 

CHP in full condensing mode decreases as the amount 
of steam extracted increases according to a given ratio 

STZ [39]. Accordingly, the electric power exergy ST,tPx  

and the heat exergy T,S tx  output by an ST-based CHP 

during period t  are inter-dependent: 

ST, ST,

ST, ST,

ST coal

ST,e=
t t

t t

Fx
Px P

Z







             (20) 

S ,

, , ,

s, T

ST ST p q,ST a

r,ST,

ln
t

t t t

t

T
x C m T

T
               (21) 

where ST,tP  and ST,t  are the electric power and heat 

outputs during period t , respectively; ,q,ST tm  is the mass 

flow rate through the node thermally connecting the 
ST-based CHP with the heat network during period t ; 

and ,s,ST tT  and ,r,ST tT  are the respective supply and re-

turn temperatures at that node during period t . 

As was discussed above for GT,tEx , the exergy loss 

of an ST-based CHP ST,tEx  during period t  is: 

,ST ST S, , TST ,( )t t t txEx F Px x              (22) 

c) Exergy Loss of GBs 

A GB’s heat energy extraction efficiency ,GB t  varies 

with its load rate and can also be estimated by a poly-

nomial as follows [41]: 

GB

GB GB,
1 G N
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B
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                     (23) 
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                            (24) 

where the polynomial whose degree is bn  includes a 

monomial applied within a coefficient GB,bi  of degree 

bi , which is as an exponent of the ratio of the output 

power of a GB ,GB t  during period t  to its rated power 

GBN . We note that (23) and (24) are coupled with the 

terms ,GB t  and ,GB t , respectively. Therefore, the ex-

ergy generated by a GB B,G tx  during period t  can be 

defined as: 

G ,

, , ,

s, B

GB GB p q,GB a

r,GB,

ln
t

t t t

t

T
x C m T

T
            (25) 

where ,q,GB tm  is the mass flow rate through the node 

thermally connecting the GB with the heat network 

during period t , and ,s,GB tT  and ,r,GB tT  are the respec-

tive supply and return temperatures at that node during 
period t . Subsequently, this equation yields the fol-

lowing expression for the exergy loss of a GB GB,tEx  

during period t : 

, GBGB G ,B,t t txxEx F                     (26) 

D. Application Method 

The total exergy loss of the system can be quantified 

into the sum of exergy losses of each link or the dis-

parity between the system's input exergy and the benefit 

exergy. The former approach offers a more precise 

assessment of the system losses but necessitates greater 

computational resources, making it more suitable for 

post-optimization evaluation. The latter is less precise 

but only involves solving non-convex input and benefit 

exergy terms, making it more suitable as the objective 

function in the optimization model. 

Ⅲ.   MATHEMATICAL FORMULATION OF THE 

OPTIMIZATION MODEL 

This section presents the mathematical expressions of 

each component of the optimization model. An over-

view of the subsections is shown in Fig. 4.  

 

Fig. 4.  Composition of the optimization model. 

A. Objective Function 

The objective function of the unified HE-IES optimi-

zation model seeking to minimize the total system exergy 

loss F  can be expressed over a time horizon tT  as: 

t

, pur, pv, load, load,
1

min
T

ngi t t t t t
t ngi

F Fx Px Px Px x


 
      

 
   

(27) 

B. Constraints 

1) Electricity Network Constraints 

The DistFlow equations applied for radial electricity 

distribution networks are as follows [42]: 

, , , ,

:( , )

ij t jk t j t ij ij t

k j k J

P P P R l


                  (28) 



PROTECTION AND CONTROL OF MODERN POWER SYSTEMS, VOL. 9, NO. 1, JANUARY 2024 8 

, , , ,

:( , )

ij t jk t j t ij ij t

k j k J

Q Q Q X l


                 (29) 

2 2

, , , , ,2( ) ( )j t i t ij ij t ij ij t ij ij ij tu u R P X Q R X l          (30) 

2 2

, , , ,ij t i t ij t ij tl u P Q                           (31) 

where 
,ij tP  and 

,ij tQ  respectively denote the real and 

reactive power transmitted from bus i  to bus j  during 

period t ; 
,j tP  and 

,j tQ  respectively denote the real and 

reactive loads at bus j  during period t ; 
ijR  and 

ijX  are 

the resistance and reactance of transmission line ,i j , 

respectively; ,i tu  is the square of the voltage magnitude 

of bus i ; and 
,ij tl  is the square of the current of trans-

mission line ,i j  during period t . 

The quadratic equality in (31) can be derived to the 

following inequality [43]: 
2 2

, , , ,ij t i t ij t ij tl u P Q≥                         (32) 

so that the feasible set of electricity network constraints 

is convex. In addition, the following limitations must be 

satisfied: 

b,max , b,maxij tP P P ≤ ≤                      (33a) 

b,max , b,maxij tQ Q Q ≤ ≤                    (33b) 

2

, max0 ij tl I≤ ≤                         (33c) 

2 2

min , maxi tV u V≤ ≤                       (33d) 

where b,maxP , b,maxQ , and maxI  are the upper bounds of 

the branch active power, branch reactive power, and 

branch current, respectively, and maxV  and minV  are the 

respective upper and lower bounds of the voltage mag-

nitude. Equations (33a) and (33b) represent the upper 

and lower limit constraints for the active and reactive 

powers of the electricity lines, respectively. Equations 

(33c) and (33d) denote the upper and lower limits for 

the square of the current in the electricity lines and the 

square of the voltage at the nodes, respectively. 

2) Heat Network Constraints 

The present study applies quality adjustment within 

the heat network. The constraints of the heat network 

include hydraulic and heat constraints. The hydraulic 

constraints include the flow continuity equation. The 

heat constraints include the nodal power, temperature 

drop, nodal energy and conservation equations, and 

temperature limitations [39]. These are presented below. 

a) Flow Continuity Equation 

q,t tAm m                           (34) 

where A  is the network incidence matrix; 
tm  is a 

vector defining the mass flow rate within each pipeline 

during period t ; and q,tm  is a vector defining the mass 

flow rate through each node injected from a supply or 

discharged to a load during period t . 

b) Nodal Power Equation 

, p q, , s, , o, ,( )n t n t n t n tC m T T                (35) 

where ,n t  is the heat consumed or supplied at node n  

during period t , 
q, ,n tm  is the mass flow rate through 

node n  during period t , and s, ,n tT  and o, ,n tT  are the 

respective supply and outlet temperatures at node n  

during period t . 

c) Temperature Drop Equation 
h,

p ,

end, , a start, , a( ) ( )

jk jk

jk t

L

C m

jk t jk tT T T T e




        (36) 

where h, jk  is the overall heat transfer coefficient of 

pipeline jk  per unit length. 

d) Nodal Energy Conservation Equation 

out, , out, , n, , n, ,( )n t n t i n t i n tm T m T               (37) 

where out, ,n tm  is the mass flow rate within a pipeline 

leaving node n , n, ,i n tm  is the mass flow rate within a 

pipeline coming into node n  during period t , and 

n, ,i n tT  is the water temperature at the end of a pipeline at 

node n  and period t . 

e) Temperature Limitations 

s,min s, , s,maxn tT T T≤ ≤                    (38a) 

o,min o, , o,maxn tT T T≤ ≤                   (38b) 

r,min r, , r,maxn tT T T≤ ≤                    (38c) 

where s,maxT  and s,minT  are the respective upper and 

lower bounds of the supply temperature, o,maxT  and 

o,minT  are the respective upper and lower bounds of the 

outlet temperature, and r,maxT  and r,minT  are the respec-

tive upper and lower bounds of the return temperature. 

Equations (38a), (38b), and (38c) represent the upper 

and lower limits for the node supply, outlet, and return 

temperatures, respectively. 

3) Equipment Constraints 

The operational constraints of a GT-based CHP, 

ST-based CHP, GB, and a battery storage unit are re-

spectively given as (15)(17), (20) and (21), (23) and 

(24), and (8a)(8e). The limitations applied to the 

equipment output power and up/down ramping power at 

each time interval are considered to be: 

GT,min GT, GT,maxtP P P≤ ≤               (39a) 

ST,min ST, ST,maxtP P P≤ ≤                   (39b) 

GB,min GB, GB,maxt  ≤ ≤                   (39c) 

GT,down GT, 1 GT, GT,upt tP P P P ≤ ≤            (39d) 

ST,down ST, 1 ST, ST,upt tP P P P ≤ ≤             (39e) 

GB,down GB, 1 GB, GB,upt t    ≤ ≤             (39f) 
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ch, ch,max0 tP P≤ ≤                       (39g) 

dis, dis,max0 tP P≤ ≤                      (39h) 

where GT,maxP  and GT,minP  are the respective upper and 

lower bounds of the electric power output of GTs; 

GT,upP  and GT,downP  are the respective maximum 

up-ramping power and down-ramping power of GTs; 

ST,maxP  and ST,minP  are the respective upper and lower 

bounds of the electric power output of STs; 
ST,upP  and 

ST,downP  are the respective maximum up-ramping power 

and down-ramping power of STs; GB,max  and GB,min  

are the respective upper and lower bounds of the heat 

output of GBs; 
GB,up  and GB,down  are the respective 

maximum up-ramping power and down-ramping power 

of GBs; and ch,maxP  and dis,maxP  are the upper bounds for 

the rates of battery storage unit charging and discharg-

ing, respectively. Equations (39a), (39b), and (39c) 

denote the upper and lower limits for the output of GT, 

ST, and GB, respectively. Equations (39d), (39e), and 

(39f) represent the ramping constraints for GT, ST, and 

GB, respectively. Equations (39g) and (39h) represent 

the upper and lower limits for the charging and dis-

charging of battery storage, respectively. 

Ⅳ.   MODEL PROCESSING AND SOLUTION PROCEDURE 

The logarithmic term in (6) makes the objective 

function non-convex, and model components (16), (24), 

and (8e) are all nonlinear. Therefore, the optimization 

model is non-convex and difficult to solve. This issue is 

addressed by applying piecewise linearization to the 

objective function and the nonlinear equality constraints 

and introducing binary variables, transforming the 

original problem into an MISOCP problem. The re-

sulting problem can be solved using the Gurobi Solver 

in the MATLAB platform and the YALMIP toolbox. 

The schematic diagram of the piecewise linearization 

method is shown in Fig. 5. 

 

Fig. 5.  Piecewise linearization of the non-convex terms. 

A. Piecewise Linearization of the Heat Load Exergy 

Applying piecewise linearization to the functions  

s,load,ln tT  and o,load,ln tT  in (6) enables load,tx  to be de-

fined by the following linear form: 

fs fo

load,t p q,load, s,load, o,load, p q,load, a

s,min

s, s,load, , o, o,load, ,

o,min

( )

ln

t t t t

N N

li t li lj t lj

li lj

x C m T T C m T

T
T T

T



 

  

 
   

 
 

(40) 

where fsN  and foN  are the numbers of segments into 

which the functions s,load,ln tT  and o,load,ln tT  have been 

respectively divided within the upper and lower bounds 

of their ranges; s,li  and 
o,lj  are the slopes of the lith 

segment of s,load,ln tT  and the ljth segment of o,load,ln tT , 

respectively; and s,load, ,t liT  and 
o,load, ,t ljT  are the values of 

the lith segment of s,load,tT  and the ljth segment of 

o,load,tT , respectively. In addition, the variables intro-

duced by piecewise linearization are subject to the fol-
lowing constraints: 

fs

s,min s,load, , s,load,

N

t li t

li

T T T                    (41a) 

fo

o,min o,load, , o,load,

N

t lj t

lj

T T T                   (41b) 

s, , 1 s,load, , s, ,t li t li t liI s T I s  ≤ ≤                (41c) 

o, , 1 o,load, , o, ,t lj t lj t ljI o T I o  ≤ ≤               (41d) 

where s, ,t liI  and 
o, ,t ljI  are binary variables, and s  and 

o  are the segment lengths of s,load,tT  and o,load,tT , re-

spectively. Equations (41a) and (41b) represent the 
relationships between the supply and outlet tempera-
tures of the load side and their corresponding piecewise 
variables, respectively. Equations (41c) and (41d) rep-
resent the constraining relationships between each 
segment's piecewise variables. 

B. Piecewise Linearization of the ECE Models 

As was applied for the heat load exergy, the GT and 

GB models in (16) and (24) can be replaced by the 

following linear models, and the explanation of each 

constraint is omitted here. 

GT

GT

GB

GB

GT,min

GT , GT ,

GT,e,min

GT,min GT , GT
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         (42) 
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where GTN  and GBN  are the numbers of segments into 

which the functions GT T, e,G ,/t tP   and GB G, ,B/t t   have 

been respectively divided within the upper and lower 

bounds of their ranges; GT ,, it e  and GB ,, it h  are the slopes 

of the eith segment of GT T, e,G ,/t tP   and the hith segment 

of GB G, ,B/t t  , respectively; GT ,, it eP  and GB ,, it h  are the 

values of the eith segment of ,GT tP  and the hith segment 

of ,GB t , respectively; GT,e,min  and GB,min  are the mini-

mum efficiencies of GTs and GBs, respectively; GT, ,t eiI  

and GB, ,t hiI  are binary variables; and T  and B  are 

the segment lengths of ,GT tP  and ,GB t , respectively. 

Finally, (8e) is treated as the following constraints 

using binary variables ch,tI  and dis,tI : 

ch, ch, ch,max

dis, dis, dis,max

ch, dis,

0

0

1

t t

t t

t t

P I P

P I P

I I








≤ ≤

≤ ≤

≤

                   (43) 

Ⅴ.   NUMERICAL SIMULATIONS 

This section presents numerical simulations to vali-

date the effectiveness of the proposed model and 

method. A comprehensive description of the composi-

tion, structure, parameters, and information of the test 

system is provided. Subsequently, the simulation results 

are presented and analyzed, encompassing the optimal 

system operation based on minimum exergy loss and 

loss distribution, the precision of the piecewise linear-

ization method, and a comparative analysis of the con-

ventional operational cost-based optimizing approach 

and the exergy-based optimal operation approach that 

disregards network losses. 

A. Description of the Simulation System 

The test HE-IES used in the simulations included a 

32-node district heating network and a modified IEEE 

33-bus electric power system. Both systems are illus-

trated in Fig. A1 of Appendix A. The parameters of the 

ECE components and other equipment parameters of 

the HE-IES are listed in Table A1 of Appendix A, and 

the parameters applied for the pipelines in the heat 

network are listed in Table A2 of Appendix A. The time 

horizon employed in all simulations was 
t 24 hT  and 

the difference between time periods t  was 1 h. 

In the electricity network, bus 33 was set as the slack 

bus, the baseline voltage was set as 
b 11kVV  , and the 

voltage range of the remaining buses was set as [0.93, 

1.07] p.u. The typical curves applied for the electric 

loads and PV power outputs are shown in Fig. 6. The 

maximum allowable power purchased from the external 

utility grid was set as pur,max 3.5 MWP  . 

In the heat network, node 1 was set as the slack node, 
the supply temperature range was set as [60, 100]°C, the 
outlet and return temperature ranges were both [30, 55]°C, 
and the other pertinent constants were set as follows: 

3959.488 kg/m  , 29.8 m/sg  ,
P 4.182 kJ/(kg K)C  , 

3

gas 10.45 (kWh)/m  , the value of 
gas  was set within 

the range 0.62190.6270 according to the assigned 

ambient temperature,
coal 8.14 kWh/kg  , and the value 

of coal was set within the range 0.43810.4451 ac-

cording to the assigned ambient temperature. The 

piecewise linearization parameters were 
fs fo 4N N   

and 
GT GB 4N N  . 

 
Fig. 6.  Typical load, PV output, and ambient temperature curves 

applied in the simulations. 

B. Simulation Results 

1) Optimal HE-IES Operation 

The electric power and heat exergy outputs obtained 

for the main equipment in the HE-IES optimized ac-

cording to the total exergy loss of the system are pre-

sented in Figs. 7 and 8, respectively. We note from Fig. 

7 that the electric power exergy outputs of the two CHP 

units exhibit opposite trends. This is because the two 

CHP units require opposite output characteristics to 

meet the heat load. The electric power and heat outputs 

of the GT-based CHP2 increase with increasing fuel 

input rate, whereas the electric power and heat outputs 

of the ST-based CHP1 exhibit a negative linear corre-

lation. Most of the electric load and its variations are 

met by purchasing electricity from the utility grid. As 

can be seen from Fig. 8, the heat exergy efficiencies of 

ECE components are all less than 23%, indicating that 

the energy level of the heat is low [26]. 

An analysis of the trends observed in Figs. 7 and 8 

over time indicates that the electric exergy efficiency of 

CHP2 varied greatly according to variations in the elec-

tric power load. During the intervals 00:004:00 and 

18:0023:00, the electric exergy efficiency of CHP2 was 

at a high level and the fuel input rate of CHP2 was also 

high. Accordingly, the heat exergy output of CHP2 was 

greater than that of CHP1 during these intervals. During 

the interval 07:0016:00, CHP2 exhibited a reduced 

electric exergy efficiency and the heat output was re-
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duced. However, CHP2 gradually reduced its heat exergy 

output during 03:006:00 to meet the low heat load in 

the subsequent period because of the ramping power 

constraints of the unit. Then, CHP2 gradually increased 

its heat output between 16:00 and 17:00 to meet the high 

heat load in the subsequent period. For the other system 

components, the results in Fig. 8 for the GB as a whole 

indicate that, although the GB provides a high heat pro-

duction efficiency, its total exergy efficiency is much less 

than the efficiencies of the two CHPs. Therefore, its heat 

exergy output is less than that of the two CHPs. The 

results in Fig. 7 indicate that the battery storage units tend 

to reduce the exergy loss of the electricity network by 

being charged during periods of low electric load and 

discharged during peak electric load periods. In addition, 

the battery storage units are charged at the end of the time 

horizon to ensure that they can continuously participate 

in regulating the electricity network within the next time 

horizon. However, the complementary output trends of 

the two CHPs have the most profound effect on the 

overall operational efficiency of the HE-IES during 

 

Fig. 7.  Electric exergy outputs and efficiencies of equipment in 

the HE-IES. 

 
Fig. 8.  Heat exergy outputs and efficiencies of equipment in the 

HE-IES. 

the time horizon. These trends keep the total exergy loss 

of all equipment at a low level while maintaining the 

balance of supply and demand. 

Details regarding the calculated distributions of ex-

ergy and energy losses at each link in the HE-IES are 

presented in Table Ⅱ. These results enable a detailed 

analysis of both the exergy loss distribution of the sys-

tem and a comparison of the exergy and energy losses of 

each component in the system. 

The results in the table indicate that the exergy loss of 

the ECE components accounts for most of the total 

exergy loss of the system. Accordingly, we can con-

clude that more exergy is lost in the energy conversion 

process than in the energy transmission process. In 

particular, the exergy loss of CHP1 accounts for a very 

large percentage of the total exergy loss of all ECE 

components because of the low power generation effi-

ciency of the ST. With respect to the energy transmis-

sion process, the exergy loss of the electricity network is 

greatest owing to the high-quality characteristic of 

electrical energy. Meanwhile, the heat supply network 

exhibits a greater exergy loss than the return network 

because of the greater supply temperature and wider 

range of variation than the return temperature. Conse-

quently, there is a higher exergy loss caused by con-

vection heat transfer in pipelines and heat transfer re-

sulting from temperature differences at mixing nodes of 

the supply network. 

Comparing the exergy loss and energy loss of the 

system, we find that the exergy loss of CHP2 is greater 

than its energy loss, while the exergy loss of CHP1 is 

less than its energy loss. This is because the proportion 

of fuel exergy contained in coal is less than that of nat-

ural gas, and the input exergy is also less for the same 

input energy. We further note that the energy loss of the 

GB is small, and its proportion is small owing to its high 

energy efficiency. However, its exergy loss represents a 

much larger proportion of the total exergy loss because 

the energy level of heat is low. Similarly, the low-quality 

characteristic of heat energy causes the heat network's 

exergy loss, accounting for a relatively small proportion 

of the total exergy loss. Moreover, its exergy loss is 

found to be less significant compared to its energy loss. 

The energy loss of the heat network is even greater than 

that of certain ECE components, such as GB and CHP2. 

These factors indicate that although the energy loss in 

the energy transmission process occupies a relatively 

large proportion of the total, most of the energy loss is 

due to energy that cannot be converted into useful work. 

Therefore, the exergy loss in the energy transmission 

process accounts for a relatively small proportion of the 

total exergy loss of the system. 



PROTECTION AND CONTROL OF MODERN POWER SYSTEMS, VOL. 9, NO. 1, JANUARY 2024 12 

TABLE Ⅱ 

DISTRIBUTIONS OF EXERGY AND ENERGY LOSSES IN THE HE-IES 

Loss links 

Exergy 

loss 
(MWh) 

Exergy loss 

proportion 
(%) 

Energy 

loss 
(MWh) 

Energy loss 

proportion 
(%) 

GB 13.1696 26.14 3.2172 4.04 

CHP2 11.7012 23.23 6.2844 7.89 

CHP1 19.1068 37.93 47.3079 59.39 
Supply 

network 
2.3713 4.71 12.5368 15.74 

Return 
network 

0.8649 1.72 7.1481 8.97 

Electricity 

network 
2.9432 5.84 2.9432 3.69 

Battery 

storage 
0.1208 0.24 0.1208 0.15 

CP 0.0964 0.19 0.0964 0.12 

Total 50.3743 100 79.6549 100 

2) Analysis of Piecewise Linearization Accuracy 
The relative errors caused by applying piecewise lin-

earization to the heat load exergy and the equipment 

models over the 24 h time horizon are presented in Fig. 9. 

We note that the relative errors are quite small, and a 

maximum relative error of only about 1.2% is observed. 

Accordingly, we can conclude that the piecewise line-

arization method employed in this paper provided high 

calculation accuracy. 

 

Fig. 9.  Relative errors caused by piecewise linearization. 

3) Comparison of Optimal Results Obtained with Two 

Different Objective Functions 
The optimal results obtained using the proposed ob-

jective function that seeks to minimize the total exergy 

loss of the HE-IES were compared with those obtained 

using an objective function that seeks to minimize the 

operational cost of the system. The objective function 

applied for minimizing the total operational cost G  of 

the HE-IES during the 24 h time horizon is given by: 
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where GB,tC , GT,tC , ST,tC , and pur,tC  are the costs as-

sociated with the GB, GT-based CHP, ST-based CHP, 

and purchasing electricity from the utility grid, respec-

tively, where gc  is the unit price of natural gas 

g

3( 2.5 ¥/m )c  , cc  is the unit price of standard coal 

c( 120 t)0 ¥/c  , and purc  is the electricity purchase 

price, which is defined herein as a function of time 

according to the curve shown in Fig. 10. The constraints 

applied for this optimization model are equivalent to 

those applied for the proposed optimization model 

discussed in Subsection Ⅲ B. 

 

Fig. 10.  Electricity purchase price curve. 

The electric power and heat exergy outputs obtained 

for the main equipment in the HE-IES optimized ac-

cording to the two objectives are presented in Figs. 11 

and 12, respectively. The differences between the two 

objectives are clearly conveyed by comparing the elec-

tricity purchased from the external grid and the outputs 

of CHP2 during the period of low electricity price in the 

interval of 00:0006:00. Here, the operational cost per-

spective favors a low electricity price by increasing the 

electricity purchased from the utility while simultane-

ously decreasing the electricity output of CHP2 because 

the production cost of CHP2 is greater than the cost of 

purchasing electricity from the utility. Meanwhile, the 

operational cost perspective employs CHP1 to maintain a 

balance between heat supply and demand by reducing its 

electricity output while increasing its heat output. Con-

versely, the operational cost perspective reduces the 

electricity purchased from the utility during periods of 

high electricity price, such as between 13:00 and 17:00, 

increases the electricity output of CHP2, and employs 

CHP1 to maintain the balance between heat supply and 

demand by reducing its heat output while increasing its 

electricity output. The operational cost perspective also 

increases the frequency of charging and discharging for 

the battery storage units. The economy is served by 

charging during periods of low electricity prices and 

discharging during periods of high electricity prices. 

In general, the optimization results with the minimum 

exergy loss objective have a greater exergy output. This 

increase causes the ECE to have higher exergy effi-

ciencies, thereby reducing the exergy loss of the ECE. 
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Fig. 11.  Comparison of electric power exergy outputs obtained 

with the two objectives. 

 

Fig. 12.  Comparison of heat exergy outputs obtained with the 

two objectives. 

Details regarding the calculated distribution of ex-

ergy loss obtained at each link in the HE-IES with the 

two objectives are presented in Table Ⅲ. These results 

demonstrate that the exergy losses of battery storage 

units, GB, CHP1, CHP2, and the electricity network 

obtained under the minimum operational cost objective 

are greater than those obtained under the minimum 

exergy loss objective, while the exergy losses of the 

supply and return networks are slightly less. While one 

would expect decreased exergy losses under the mini-

mum exergy loss objective, the increased exergy loss of 

the heat network is somewhat surprising. This change 

can be attributed to the constant difference between the 

supply and return temperatures at the node where an 

ECE is situated for a given heat energy output, as indi-

cated by (35). Furthermore, an increase in the supply 

and return temperatures leads to an increase in the heat 

exergy output of the ECE, as illustrated by (18), (21), 

and (25). Consequently, this increase causes a reduction 

in the exergy loss of the ECE. However, this condition 

increases the temperature drop in the heat network ac-

cording to (36), which leads to greater exergy loss in the 

heat network. This analysis is verified by the results in 

Fig. 13 for CHP2 as an example, where the supply and 

return temperatures of CHP2 obtained with the two ob-

jectives are plotted over the 24 h time horizon. It can be 

seen that the maximum values of the supply and return 

temperatures obtained under the minimum exergy loss 

objective are greater than those obtained under the 

minimum operational cost objective. Therefore, the 

optimization obtained with the minimum total system 

exergy loss objective is essentially a trade-off between 

reducing the exergy loss of the equipment and increasing 

the exergy loss of the heat network, thereby minimizing 

the total exergy loss while meeting the energy require-

ments of the loads. The simulation results show that the 

reduced exergy loss of the equipment is 0.6692 MWh, 

about 3.2 times the increased exergy loss of the heat 

network (0.2096 MWh). 

 
Fig. 13.  Comparison of the supply and return temperatures of 

the GT-based CHP with the two objectives. 

TABLE Ⅲ 

COMPARISON OF THE EXERGY LOSS RESULTS OBTAINED AT EACH LINK WITH THE TWO OBJECTIVES 

Objective 

Exergy loss (MWh) 

Battery 

storage 
units 

GB CHP2 CHP1 
Supply 

network 

Return 

network 

Electric-

ity net-
work 

CP Total 

Operational cost 0.1763 13.2559 12.1063 19.2291 2.2421 0.7845 3.0340 0.0964 50.9246 

Exergy loss 0.1208 13.1696 11.7012 19.1068 2.3713 0.8649 2.9432 0.0964 50.3742 

A comparison of the operational costs obtained for the 

HE-IES with the two objectives is presented in Table Ⅳ.  

We note that the costs associated with system operation 

obtained under the minimum operational cost objective 
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are nearly all greater or the same as those obtained under 

the minimum total system exergy loss objective, partic-

ularly the cost of electricity purchased from the external 

grid. However, the smaller total operational cost of the 

system obtained from the operational cost perspective is 

the result of the greatly reduced cost of 1202.68 ¥ asso-

ciated with CHP2 operation. With the objective of 

minimizing exergy cost, the utilization rate of equipment 

in CHP2 increased by approximately 13.76% compared 

to the objective of minimizing operational loss. This 

observation highlights the significance of optimizing for 

exergy loss, as it facilitates comprehensive utilization of 

ECE. These results, in conjunction with the results pre-

sented previously, demonstrate that the reduced total 

operational cost obtained with the minimum operational 

cost objective is generally achieved by increasing the 

volume of electricity purchased from the external grid 

during low electricity price periods and reducing the 

utilization of the GT-based CHP. 

This paper proposes an optimization model from the 

perspective of efficient resource utilization (exergy 

utilization) that has been rarely addressed in previous 

studies and that may lead to a slight increase in system 

cost while improving energy utilization. Compared with 

the multi-objective optimization method that comprises 

cost and exergy loss and seeks a compromise solution, 

exergic economics can adequately illustrate the rela-

tionship between energy quality (exergy) and opera-

tional cost, thereby offering a more theoretical basis for 

the prices of various exergy flows, so that a more ac-

curate economy of energy use can be achieved. There-

fore, the use of exergy economics in optimizing IESs 

requires further investigation. 

TABLE Ⅳ 

COMPARISON OF OPERATIONAL COSTS OBTAINED UNDER THE TWO 

OBJECTIVES 

Objective 

Cost (¥) 

Electricity 
purchase 

CHP1 GB CHP2 Total 

Operational 

cost 
29 575.21 12 735.80 6270.29 8741.51 57 322.81 

Exergy loss 29 056.34 12 735.80 6225.41 9944.19 57 961.73 

4) Comparison of Optimal Results Obtained with and 
without Considering Network Losses 

This study conducts a comparative analysis between 

the proposed optimization model and a simplified 

model that disregards network losses. The simplified 

model is derived from the fundamental model intro-

duced in this paper. However, it excludes reactive 

power and electricity line resistances in the electricity 

network and temperature drops in the heat network. In 

addition, power flow constraints (28)(31) are replaced 

with standard DC power flow constraints [44]. However, 

losses associated with the charging and discharging 

processes of battery storage units are considered. 

Figs. 14 and 15 show the optimized power and heat 

exergy outputs of the main equipment considering and 

disregarding network losses, respectively. The results 

obtained from the simplified model exhibit significant 

deviations from the proposed optimization results that 

account for network losses. Eliminating power network 

losses prevents exergy loss associated with electricity 

purchase and encourages higher electricity purchases 

during low-price (00:0005:00) and high-demand periods 

(17:0022:00), with a peak at 19:00. However, the sim-

plified model shows a substantial reduction in electricity 

and heat exergy outputs from CHP2, with lower exergy 

efficiency. To compensate for the resulting heat energy 

supply gap during the 00:0006:00 and 16:0023:00 

periods, GB and CHP1 are used. The disparities between 

the optimization results with and without network losses 

are significant, with a cumulative exergy power output 

deviation of 17.3357 MW and an average devia-

tion-to-load ratio of 12.94% at each time interval. 

 

Fig. 14.  Comparison of electric power exergy outputs obtained 

with and without considering network losses. 

 

Fig. 15.  Comparison of heat exergy outputs obtained with and 

without considering network losses. 
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Table Ⅴ presents the exergy loss distribution at each 

system link with and without considering network losses. 

When network losses are disregarded, there is a signifi-

cant reduction in exergy losses for the equipment. 

However, there remains a marginal level of exergy loss 

within the heat network because of the temperature dif-

ference in heat transfer processes at the mixing nodes, 

where energy flows of varying temperatures interact 

despite omitting heat transfer losses. In a comprehensive 

analysis, the exergy loss results at each link without 

network losses demonstrate significant deviations com-

pared to the proposed model with network losses. The 

overall deviation in total exergy losses is 14.0173 MWh, 

constituting 27.83% of the total exergy losses. 

TABLE Ⅴ 

COMPARISON OF THE EXERGY LOSS RESULTS OBTAINED AT EACH 

LINK WITH AND WITHOUT NETWORK LOSS CONSIDERATION 

Loss links 
With network losses 

(MWh) 

No network losses 

(MWh) 

GB 13.1696 9.6895 

CHP2 11.7012 8.0125 

CHP1 19.1068 18.3398 

Supply 

network 
2.3713 0.0814 

Return 

network 
0.8649 0.0511 

Electricity 

network 
2.9432 0 

Battery 

storage 
0.1208 0.0863 

CP 0.0964 0.0964 

Total 50.3743 36.3570 

Ⅵ.   CONCLUSION 

The present work addresses the failure of current 

efforts to account for numerous important factors when 

analyzing the energy utilization efficiency of IESs. It 

does this by developing a unified optimal operation 

model-based system exergy. The model can describe the 

direction of exergy flows in an HE-IES and account for 

the effect of load rate on the energy efficiency of ECE 

components. Therefore the proposed model can accu-

rately calculate the exergy loss in each link of the sys-

tem. This enables the minimization of the total exergy 

loss of the system while also providing the exergy loss 

distribution of the system. The proposed optimization 

model is solved accurately and efficiently as an 

MISOCP problem by applying piecewise linearization 

to the non-convex terms in the objective function and 

the equality constraints. The main conclusions of the 

simulation studies are: 

1) The piecewise linearization method efficiently 

handles the optimization model, ensuring that the max-

imum relative error of the solution is less than 1.2%. 

2) The temperature-dependent characteristics of heat 

exergy provide optimization results with the minimum 

exergy loss objective that are essentially a trade-off 

between reducing the exergy loss of the system com-

ponents while increasing the exergy loss of the heat 

network, such that the total exergy loss is minimized. 

From the test case conducted in this study, the reduction 

is approximately 3.2 times the increase. 

3) The minimum exergy loss objective reverses the 

trend obtained under the minimum operational cost 

objective to reduce the total operational cost by in-

creasing the volume of electricity purchased from the 

external grid during low electricity price periods and 

reducing the use of the GT-based CHP. Accordingly, 

the proposed method increases the comprehensive uti-

lization efficiency of energy sources by increasing the 

use of the GT-based CHP by 13.76% rather than relying 

on electricity purchased from an external grid. 

4) Considering network losses and minimizing total 

exergy loss are crucial for optimal system operation and 

accurate exergy loss characterization. In the simulation, 

the cumulative deviation in the output exergy power is 

17.3357 MW, with an average deviation ratio of 12.94% 

relative to the load. The system's total exergy loss de-

viation is 14.0173 MWh, accounting for 27.83% of the 

total exergy loss. 

Economic efficiency and energy conservation are 

important considerations for regional IESs. Previous 

studies have employed a multi-objective methodology to 

address these two indicators simultaneously; however, a 

scientific correlation for integrated optimization remains 

unestablished. Exergy economics offers insight into the 

intrinsic interrelationship between thermodynamic and 

economic costs associated with exergy loss. Future re-

search will focus on optimizing the operation of 

HE-IESs within the framework of exergy economics. Its 

process may entail modeling the cost of exergy losses or 

pricing structures for exergy products to optimize the 

system’s operational performance, achieving a balance 

between economic efficiency and energy conservation. 

APPENDIX A 

 

Fig. A1.  Network topology of the HE-IES simulation system. 
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TABLE A1 

EQUIPMENT PARAMETERS OF THE HE-IES 

Equipment Parameter type Value 

Gas turbine 

Upper bound of electric power output (MW) 0.9 

Lower bound of electric power output (MW) 0.0045 

Maximum up-ramping, down-ramping power (MWh) 0.15, 0.16 

Coefficients 
GT,0 0.089  , 

GT,1 0.35   

GT,2 0.27  , 
GT,3 0.18   

Exhaust heat boiler 
Upper bound of heat output (MW) 1.5 

Collection efficiency 0.8 

Extraction steam turbine CHP 

Upper bound of electric power output (MW) 0.9 

Given ratio ZST 3.8 

Maximum up-ramping, down-ramping power (MWh) 0.3, 0.3 

Electric energy efficiency 0.25 

GB 

Upper bound of electric power output (MW) 2 

Maximum up-ramping, down-ramping power (MWh) 0.7, 0.7 

Coefficients GT,0 0.81  , 
GT,1 0.13   

Battery storage units 

Maximal states of charge (MWh) 0.3, 0.2 

Upper charging, discharging bounds (MW) 0.10, 0.07 

Initial states of charge (MWh) 0.15, 0.15 

Upper bounds of apparent power (MVA) 0.1414, 0.0990 

Charging and discharging efficiency 0.93 

Energy loss coefficient 0.01 

TABLE A2 

PARAMETERS OF HEAT PIPELINES 

Pipeline 

number 

Length 

(m) 

Diameter 

(mm) 

Heat 

transfer 

coefficient 

(W/mK) 

Friction 

factor 

*Mass 

flow rate 

(kg/s) 

1 2086.56 125 0.321 0.0271 7.1196 

2 789.75 40 0.210 0.0386 1.0598 

3 413.10 40 0.210 0.0385 1.3658 

4 481.95 100 0.327 0.0288 4.6940 

5 2197.53 32 0.189 0.0414 1.2002 

6 1906.74 65 0.236 0.0328 1.2030 

7 1436.13 40 0.210 0.0385 1.2276 

8 832.68 40 0.210 0.0386 1.1627 

9 2006.37 40 0.210 0.0385 1.2873 

10 1302.48 100 0.327 0.0293 2.2908 

11 1045.71 40 0.210 0.0386 1.1012 

12 1507.41 100 0.327 0.0289 7.6584 

13 1103.22 80 0.278 0.0307 7.6584 

14 338.58 50 0.219 0.0358 1.8126 

15 946.08 32 0.189 0.0415 0.8987 

16 1104.84 32 0.189 0.0415 0.9140 

17 1104.84 32 0.189 0.0415 0.8953 

18 363.69 80 0.278 0.0309 4.1639 

19 1104.84 32 0.189 0.0415 0.9063 

20 1086.21 32 0.189 0.0415 0.9045 

21 337.77 65 0.236 0.0329 2.3531 

22 1304.91 32 0.189 0.0414 1.2280 

23 1087.02 32 0.189 0.0414 1.2066 

24 422.01 65 0.236 0.0349 −0.0815 

25 1101.60 32 0.189 0.0414 1.0787 

26 998.73 32 0.189 0.0414 1.0691 

27 500.58 40 0.210 0.0384 −2.2293 

28 771.12 32 0.189 0.0415 1.0230 

29 851.31 32 0.189 0.0415 1.0305 

30 571.86 125 0.321 0.0280 4.2828 

31 2120.58 125 0.321 0.0306 3.5441 

32 1630.53 125 0.321 0.0274 7.8084 

*The negative sign for values in this column indicates that the flow direction is 
opposite to that marked on the corresponding pipeline in Fig. A1. 
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