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Abstract—The source and load uncertainties arising 

from increased applications of renewable energy sources 

such as wind and photovoltaic energy in the power system 

have had adverse effects on optimal planning and dis-

patching. Models for generating typical renewable energy 

and load scenarios are constructed to reduce such effects 

and improve the applicability of a planning and optimal 

dispatching model of power systems with a high propor-

tion of renewable energy. The traditional clustering-based 

model for representing such scenarios cannot handle 

high-dimensional time-series data and consequently the 

feature-related information obtained cannot fully reflect 

the characteristics of the data. Thus, a deep convolutional 

embedded clustering model based on multi-head 

self-attention is proposed. First, a variational mode de-

composition model is optimized to reduce the influence of 

noise-related signals on the feature extraction. The deep 

features are then extracted from the data using an im-

proved convolutional autoencoder, and the appropriate 

number of clusters is determined using the elbow method. 

Following this, the network parameters are optimized 

based on the sum of losses during reconstruction and 

clustering. Subsequently, typical scenarios are then gen-

erated based on the optimized network model. Finally, the 

proposed method is evaluated based on data visualization 

and evaluation metrics. It is shown that the quality of 

features and the accuracy of clustering can be effectively 

improved by the proposed scenario generation method. 

Index Terms—Deep embedding for clustering, extracting 

features of time-series data, multi-head self-attention 

mechanism, scenario generation, uncertainty. 

 

Ⅰ.   INTRODUCTION 

ith continuous advance in power systems with a 

large integration of renewable energy, the vola-

tility and periodicity of wind and photovoltaic (PV) 
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power, and load pose significant challenges to grid 

planning and power dispatch [1], [2]. To improve 

planning and dispatch, models for power systems with a 

high proportion of renewable energy need to cater for 

the uncertainties in wind, PV power, and load demand. 

To do this is essential for effective planning and eco-

nomical dispatch [3], [4]. 

The uncertainty models for wind and PV power, and 

load demand have been extensively studied, and three 

main methods have been proposed: probabilistic sam-

pling, robust optimization, and scenario clustering. An 

accurate description of uncertain variables is required in 

the traditional probabilistic sampling method, while the 

probability distribution of these variables is actually 

unknown in real projects. The use of artificial pre-set 

probability distribution functions falls short in accu-

rately representing the probability distributions and data 

aggregation occurs during sampling, leaving out the 

nature of the time-series data [5][7]. Although the 

model of probability distribution is not required in ro-

bust optimization, it seeks solution to optimize grid 

planning and dispatching in extreme scenarios. This 

may lead to overly conservative results [8]. In addition, 

the non-linear characteristics of high-dimensional 

time-series data cannot be accurately described in tra-

ditional methods of clustering, such as mean [9], spec-

tral [10], and hierarchical [11], as they can cause the 

generated scenarios to differ from empirical scenarios 

of grid scheduling [12]. 

To improve the clustering quality of scenarios in-

volving the output of renewable energy and load demand 

amidst high-dimensional data, principal component 

analysis (PCA) and singular value decomposition are 

generally used to reduce the dimensionality of the data 

and extract features from them, followed by clustering 

based on feature-related information in low-dimensional 

space [13][15]. The accuracy of clustering is thus im-

proved, but the processes of dimension reduction and 

clustering are independent of each other so that the cap-

tured feature-related information cannot accurately re-

flect the characteristics of the outputs of wind and PV 

power as well as the load demand. In recent years, deep 

clustering models have provided a suitable solution to the 

W 
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high-dimensional data problem. So far these have pri-

marily been applied to image recognition [16][18]. In 

[19], a deep embedded clustering (DEC) model is pro-

posed to generate scenarios in low-dimensional embed-

ding space involving hydroelectric and PV power, and 

load. However, the processes of feature extraction and 

clustering in the model are separated, and therefore fail to 

take into account the distortion of the embedding space 

caused by the clustering process. Consequently, this 

weakens the relevant information about the features and 

leads to degradation of the quality of the generated sce-

narios. In [20], a model of deep convolutional embedding 

clustering (DCEC) is proposed, one that guarantees the 

representativeness of the features of load in the embed-

ded space. However, the use of a small convolutional 

kernel and variable step length in the convolutional layer 

to capture the feature-related information poses chal-

lenges in accurately reflecting the global characteristics 

of wind and PV power, and the demand of load. 

To address this, a widely used attention mechanism in 

natural language processing tasks provides a solution to 

the problem by allowing the dependencies between data 

to be modeled regardless of their distances in the input 

or output sequences [21]. However, the single-head 

attention mechanism may not fully exploit the syner-

gistic effect between multiple elements in long se-

quences [22]. Thus, in [23], a multi-head self-attention 

mechanism is introduced in the prediction model. This 

learns the distribution of feature weights by calculating 

the similarity of the elements in the sequences. This 

makes the model capable of characterizing the global 

features created by the multiple elements in the se-

quences, resulting in promising outcomes in the study. 

Therefore, in this paper, a multi-head self-attention 

mechanism is introduced in deep embedding clustering 

to compensate for the lack of global feature representa-

tion ability of the convolutional layer. 

Compared with previous studies, this paper makes the 

following contributions: 

1) Given the contingency of parameter selection in 

variational mode decomposition (VMD), a mul-

ti-strategy fusion of the improved slime mould algo-

rithm (SMA) is proposed in this paper to optimize 

VMD’s parameter combination. Based on the optimal 

parameter combination, the time-series data for wind 

power, PV power and load are processed to mitigate the 

influence of outliers on feature extraction. 

2) Addressing the limitations of convolutional layers 

by using a multi-head self-attention mechanism and 

establishing a multi-head self-attention-based convolu-

tional autoencoder to accurately capture the global 

feature within the time-series data. 

3) A deep convolutional embedding clustering with 

multi-head self-attention (DCEC-MS) model is pro-

posed to combine feature extraction with the clustering 

process. This ensures that the embedded features can 

accurately capture the temporal characteristics of wind 

and PV power, and load, resulting in the generation of a 

high-quality joint-scenario set. 

The rest of the paper is structured as follows: the 

framework and process of scenario generation are 

demonstrated in Section Ⅱ, while the data processing 

based on the VMD model optimized by the improved 

SMA is described in Section Ⅲ. The joint-scenario 

generation method based on DCEC-MS is described in 

Section Ⅳ. Case studies are conducted and corre-

sponding results are presented in Section Ⅴ. Conclu-

sions are drawn in Section Ⅵ. 

Ⅱ.   RESEARCH FRAMEWORK FOR SCENARIO 

GENERATION 

To represent uncertainties in the output of renewable 

energy and the load demand in the problems of grid 

planning and optimal dispatch, it is unfeasible for 

planners and dispatchers to use all the relevant data. The 

proposed method of scenario generation is used to ex-

tract and reduce the number of features in given data to 

generate scenarios that can reflect the original output of 

wind, PV, and load. Thus, a typical set of scenarios can 

be presented for the optimal dispatching or planning 

model. The flowchart of the model for scenario gener-

ation is shown in Fig. 1, and it consists of the following 

four stages: 

1) Data processing. VMD parameters are optimized 

based on an improved multi-strategy SMA, while 

anomalous historical data are identified and cleaned 

using the improved VMD. 

2) Reducing data dimensionality. The improved 

convolutional autoencoder with multi-head 

self-attention is used to scale down the data on wind and 

PV power, and load for their deep feature extraction. 

Then the original temporal signals are reconstructed by 

using the convolutional decoder. The appropriate 

number of clusters is selected in the embedded 

low-dimensional feature space based on the elbow 

method, and the initial centers of clustering are obtained 

by K-means. 

3) Optimizing features of the scenarios. The joint loss 

function is formed by combining the reconstruction loss 

and clustering loss. The Adam optimizer is then used to 

fine-tune the network parameters of the convolutional 

self-encoder and update the clustering results until the 

iterative error falls below a predetermined threshold. 

4) Scenario generation. The clustered set of scenarios 

is obtained based on feature optimization, and the out-

puts of wind and PV power as well as the demand for 

load are calculated in each scenario using the mean 

value method, as shown in (1). The index to evaluate 

clustering and data visualization are used to compare 

and analyze the results with traditional methods of 

scenario generation. 
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Fig. 1.  Flowchart for generating a model for scenarios involving wind power, photovoltaic power, and the load demand. 
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where w,

j

tP , pv,

j

tP , and load,

j

tP  denote the outputs of wind 

power, PV power, and the load demand at time t in the 

scenario in category j, respectively; w, ,

j

t iP , pv, ,

j

t iP , and 

load, ,

j

t iP  denote the ith outputs of wind power, PV power, 

and the load demand at time t, respectively; while 

cluster, jN  is the number of curves in the scenarios in 

category j. 

Ⅲ.   DATA PROCESSING BASED ON THE VMD MODEL 

OPTIMIZED BY AN IMPROVED SMA 

A. Data Cleaning Based on VMD 

The accuracy of the temporal data on wind and PV 

power, and load forms the basis for improving scenario 

generation accuracy. However, the presence of noise 

stemming to electromagnetic interference, failure of 

signal transmission equipment and communication can 

lead to abnormal values of wind and PV power data. 

Because traditional methods of noise reduction, such as 

median and mean filtering, cannot be applied to 

non-stationary time-series data [24], a multi-strategy 

fusion-based SMA is used to optimize the VMD model, 

while the time-series data on wind and PV power, and 

load ( )f t  are decomposed into K IMF components 

( )ku t . The component summation method is then ap-

plied to reconstruct these decomposed K IMF compo-

nents, i.e., 
1 2

ˆ ( ) ( ) ( ) ( )kf t u t u t u t    . The specific 

process is shown in the data processing section of Fig. 1. 

First, ( )f t  is decomposed into K IMF eigenmodes 

with central frequency ( )ku t . Once the sum of the finite 

bandwidths of ( )ku t  has been minimized, the compo-

nents of effective decomposition of the given temporal 
data on wind and PV power, and load are obtained, as 
shown in (2). These components are added together to 
obtain clean temporal data as described in [25]. 
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  (2) 

where k  is the central frequency of the kth instance of 

( )ku t ; t  is a partial derivative operator; and ( )t  is 

the impulse function. 

B. VMD Model Optimized by an Improved SMA 

The process of analyzing the VMD model shows the 

importance of determining the pre-set values of K and 
.  If K is too large, over decomposition occurs, re-

sulting in overlapping modes, whereas if   is too large, 

the center frequency is lost. Most current related studies 

use the observational method to select the preset values 

of the parameters, but the method is subject to uncer-

tainty. Therefore, Kullback–Leibler (KL) divergence is 

used to measure the similarity between the components 

of the eigenmode ( )ku t  and the original data ( )f t  in 
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this paper. The minimization of the KL divergence is 

chosen as the objective function, and the optimal com-

bination of parameters is selected based on the solution 

to the multi-strategy fusion-based SMA. SMA is an 

intelligent optimization algorithm proposed in 2020. It 

is optimised by simulating the behaviour of slime molds 

during foraging. The process of the standard SMA 

model has been detailed in [26]. However, its mecha-

nism for position update remains deficient in terms of 

the speed of convergence in the early stages, while it can 

also easily fall into local optima in later iterations. Thus, 

SMA is improved by fusing the adaptive adjustable 

feedback factor with the adaptive backward-learning 

mechanism, and the process is shown as follows: 

1) Adaptive Adjustable Feedback Factor 

It is known from the principle of the standard SMA 

that a linear reduction in the feedback factor cv  cannot 

provide accurate and timely feedback on the concen-

tration and quality of food, resulting in a low rate of 

convergence in the early stages. The adaptive adjustable 

cv  is thus introduced to expedite the decline in cv  in the 

early stages to enhance the ability of the algorithm to 

search for the global optimum and avoid falling into a 

local optimum. The improved mathematical expression 

of cv  is given as: 

max max( ) /( 1) 1
e

e 1

m

T T T

cv
 

  
 

- -

-
                       (3) 

where m is the adaptive adjustment factor; T is the 

number of iterations; and maxT  is the upper limit of the 

number of iterations. 

2) Adaptive Backward-Learning Mechanism 
The adaptive backward-learning mechanism intro-

duces a vector o

iX  to the area of slime exploration, 

which is an opposite vector to the position f

iX  of each 

slime individual. The mechanism compares their fitness 

values to avoid falling into the local optimum. The 

position c

iX  of the individual mucilage i in the Tth 

iteration is given by: 

( ) min( ( )) max( ( )) ( )o f f f

i i i iX T X T X T X T      (4) 

( ) ( ( )) ( ( ))
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The ith mucilage uses adaptive decision-making to 

explore food by comparing the current adaptation value 

( ( ))f

iS X T  with the previous optimal adaptation value 

( ( ))f

iS X T to determine whether to use the back-

ward-learning mechanism for additional exploration. It 

updates its position for the next iteration as follows: 
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C. Evaluation Metrics for Data Cleaning 

The mean absolute error (MAE) is selected to assess 

data cleaning, i.e.: 

   
1

ˆ= /
N

t

MAE f t f t N


                  (7) 

where N is the total number of data samples on wind and 

PV power, and load demand. 

MAE measures the ability of the data processing al-

gorithm to retain the original features of the data while 

removing outliers. In this context, a smaller MAE indi-

cates more effective data processing. 

Ⅳ.   A JOINT-SCENARIO GENERATION METHOD BASED 

ON DCEC-MS 

The structure of the DCEC-MS-based scenario gen-

eration is shown in Fig. 2. The model contains an en-

coder and a decoder. An encoder based on a small 

convolutional kernel with three convolutional layers of 

variable step length is used to enhance the ability of the 

network to extract the initial features of time-series data 

after data processing. This is followed by three mul-

ti-head self-attention layers, to explore feature-related 

information and improve the accuracy of clustering. 

Finally, the embedding layer integrates the timing fea-

ture information captured from wind power, PV power, 

and load to create a low-dimensional space representing 

their characteristics. The decoder part reduces features 

in the low-dimensional space through a fully connected 

layer and a reshaping layer, and the reconstruction of 

the time-series data is completed by processing them 

through three deconvolution layers. The features em-

bedded in the low-dimensional space are used for clus-

tering and calculating the clustering loss. Then, the 

DCEC-MS model fine-tunes the network parameters 

based on the joint loss function to produce the best 

possible joint-scenario for wind and PV power, and 

load. 

A. Multi-Head Self-Attention Mechanism for Enhancing 

Model Feature Extraction Capability 

To address the limitations that the feature-related 

information captured by the small convolution kernel 

and the convolution layer with a variable step length 

cannot adequately reflect the characteristics needed [27], 

the approach aims to reduce the dependence of the 

model on external information. This is achieved by 

using a multi-head self-attention mechanism to capture 

the correlation within these data, enabling their features 

in the low-dimensional space to accurately reflect the 

characteristics of the original data. In this method, 

multi-head self-attention uses multiple queries to cap-

ture the feature-related information from the data in 

multiple groups of subspaces in parallel, and combines 

them together by weights. The process is shown below. 



PROTECTION AND CONTROL OF MODERN POWER SYSTEMS, VOL. 9, NO. 1, JANUARY 2024 126 

 

Fig. 2.  Structure of the DCEC-MS network. 

1) A linear transformation is used to transform the 

input data Y of the multi-head self-attention layer into a 

query matrix 
aQ , a key matrix 

aK , and a value matrix 

aV  as: 

a Q

a K

a V

Y

Y

Y





 

Q W

K W

V W

                                  (8) 

where QW , KW , and VW  are the transformation ma-

trices. 

By mapping aQ , aK , and aV  to the   feature sub-

space, we obtain the query matrix aQ , the key matrix 

aK , and the value matrix a
V   in the   subspace as: 
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where QW , KW , and VW  are the transformation ma-

trices of the   feature subspace. 

2) The scaled dot product and the softmax function 

are used to calculate the self-attention values in the   

feature subspace as: 
Tsoftmax( , / )a a
a

head d  
 Q K V          (10) 

where d is the scaling factor and head  is the 

self-attention value in the   feature subspace. 

3) The process of fusing self-attention into the   

feature subspace is as follows: 

multi-head Concat 1 2( , , , ) oM C head head head W    (11) 

where multi-headM  is the fused value of self-attention; 

ConcatC  is the matrix concatenation operation; and o
W  

is the parameter matrix. 

B. Convolutional Self-Encoder Based on Multi-Head 

Self-Attention 

The convolutional self-encoder has a good ability to 

extract non-linear features, and is thus suitable for 

capturing dynamic features from curves of the data. The 

encoder constructed in this paper is an improvement of 

the convolutional autoencoder, and the multi-head 

self-attention mechanism is used to enhance the quality 

of the features that are extracted by the convolutional 

network, to generate better scenarios for grid planning 

and dispatching. 

The autoencoder contains two parts: an encoder and a 

decoder. Backpropagation between them is used to 

iteratively train and fine-tune the parameters of the 

network while minimizing the loss of reconstruction to 

obtain the optimal features in low-dimensional space. 

The convolutional layer feeds the feature-related in-

formation captured from the temporal data on wind and 

PV power, and load into the multi-head self-attention 

layer to further extract features, and its coding process is 

as follows: 

conv conv conv conv( )h X b                 (12) 

where convh  is the output feature-related information of 

the convolution layer;   is the rectified linear unit 

activation function; convX  represents the temporal data 

after data processing; while conv  and convb  are the 

numbers of convolution kernels and the bias of the 

convolution layer, respectively. 

The process of decoding is as follows: 

deconv conv deconv deconv( )h h b               (13) 

where deconvh  is the output feature-related information 

of the deconvolution layer; while deconv  and deconvb  are 

the numbers of convolution kernels and the bias of the 

deconvolution layer, respectively. 

The proposed model minimizes the mean-squared 

error as the function of reconstruction loss to continu-

ously optimize the parameters of the encoder and the 

decoder using the following expressions: 

2

conv deconv 2
1

/
dN

r d

j

L X h N


                  (14) 

where rL  is the function of reconstruction loss; and 

dN is the number of days for wind power, PV power, 

and load data. 
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C. Joint Optimization of Features and Scenarios 

Based on the low-dimensional features obtained in the 

autoencoder, the K-means algorithm is applied to ini-

tialize the clustering centers. Then, based on the joint loss 

function, the Adam optimizer is chosen to adjust the 

network’s parameters to guarantee the representativeness 

of the embedded features, and to obtain the optimal 

clustering results. This joint loss function is given by: 

r cL L L                            (15) 

where L  is the joint loss function;   is the coefficient 

used to suppress the degree of deformation in 

low-dimensional space, generally set to 0.1; and cL  is 

the loss function of clustering described by the KL di-

vergence. 
The clustering layer uses the center of the cluster 

j as its connection weight to the low-dimensional 

feature iZ , and maps each feature iZ  to a soft label. To 

improve the accuracy of fitness of iZ  and j , the 

Gaussian distribution is used as the ideal target distri-
bution. The clustering loss thus describes the KL di-
vergence between the distribution on the soft labels and 
the Gaussian distribution, and is used to measure the 
similarity between them. The procedure is as follows: 

   
1 1

2 2

1 / 1ij i j j i jq Z Z 
 

          (16) 

KL( || ) log( / )c ij ij ijL B Q b b q          (17) 

2 2( / ) / ( / )ij ij i ij j ij i ijb q q q q                (18) 

where ijq  is the probability that the low-dimensional 

feature iZ  belongs to the cluster center j ; and ijb  is 

the auxiliary function of the target distribution. 

D. Optimization of DCEC-MS Network Based on Adam 

The Adam optimizer integrates the advantages of 

first-order momentum based on the stochastic gradient 

descent and second-order momentum based on 

mean-squared propagation. The means of momenta of 

both are used to exploit the performance of the sparse 

gradient while maintaining the learning rate of each 

parameter so that the algorithm is robust against 

non-stationary problems. The computational procedure 

is as follows: 

( 1)tt tt ttg F                              (19) 

1 1 1(1 )tt tt ttM M g                     (20) 

2

2 1 2(1 )tt tt ttg                        (21) 

1
ˆ / (1 )tt ttM M                            (22) 

2
ˆ / (1 )tt tt                               (23) 

1
ˆ ˆ/( )tt tt tt ttM                     (24) 

where tt is the time interval; ttg  is the gradient; ttM  is 

the first-order moment estimate of ttg ; tt is a model 

parameter; tt  is the second-order moment estimate of 

ttg ; while ˆ
ttM  and t̂t  are their corresponding network 

outputs;   is the step value of the network; 1  is the 

rate of exponential decay of ttM ; generally set to 0.9; 

2  is the rate of exponential decay of tt , generally set 

to 0.999; and   is a constant used to ensure the ro-
bustness of the algorithm. 

Ⅴ.   CASE STUDY 

The TensorFlow 2.6.0 runtime environment is used 

for case studies. The time-series data of wind power, PV 

power, and load (87603 points) from a regional grid at 

a sampling interval of 1 hour in 2018 is chosen to verify 

the effectiveness of the proposed model. 

A. Data Processing 

MAE is chosen to quantitatively analyze the accuracy 

of the data processing models. Three sets of time-series 

data on wind and PV power, and load are applied to 

assess the performances of four data processing models: 

the mean filter, median filter, SMA+VMD, and the im-

proved SMA+VMD. The results are shown in Table I. 

TABLE I 

COMPARISON OF DATA PROCESSING METHODS 

Method Wind PV Load 

Improved SMA+VMD 1.36 0.86 15.73 

SMA+VMD 5.01 1.53 34.65 

Mean value filtering 28.22 24.41 490.56 

Median filtering 8.15 2.28 100.65 

From Table I, it can be seen that compared with the 

two traditional methods of denoising of mean and me-

dian filtering, the index values of the improved 

SMA+VMD and SMA+VMD models are significantly 

smaller on different sets of time-series data, with a 

year-on-year rate of reduction more than 32.89% and a 

maximum year-on-year rate of reduction of 96.79%. It 

shows that the VMD model retains the original charac-

teristics of the data while removing outliers, and verifies 

its superiority in terms of data processing. The im-

proved SMA+VMD has lower values on the evaluation 

indices than SMA+VMD on all three datasets of the 

time-series, with year-on-year reductions of 72.85%, 

43.79%, and 54.60%, respectively. This indicates that 

the improved SMA strengthens the model’s capability 

of performing global search, prevents it from falling 

into a local optimum, and enables it to search for the 

global optimum, i.e., the best global combination of the 

parameters of VMD. 

B. Generating Clustering Scenarios 

1) Parameters of DCEC-MS Model 

The normalized temporal data on wind power, PV 

power, and load are resized from 87603 to 243365 

as the inputs to the DCEC-MS model. Model training is 

divided into two parts. The first part involves generating 
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the initial centers of clustering by pre-training the model 

with the Adam optimizer over 200 iterations at a 

learning rate of 0.001, while the second part involves 

optimizing the features of the scenarios by fine-tuning 

the network using the Adam optimizer with a maximum 

of 20 000 iterations and an error of 0.001. The param-

eters of the DCEC-MS model are shown in Table Ⅱ. 

TABLE Ⅱ 

PARAMETERS OF THE DCEC-MS MODEL 

Type Input Size 

Number of 

convolution 

kernels 

Step 
length 

Output 
 size 

Input 9×9×1   9×9×1 

Conv1 9×9×1 3 1 9×9×3 

Conv2 9×9×3 9 2 5×5×9 

Conv3 5×5×9 18 2 2×2×18 

Multi_attention1 2×2×18   2×2×18 

Multi_attention2 2×2×18   2×2×18 

Multi_attention3 2×2×18   2×2×18 

Flatten 2×2×18   72 

Embedding 72   2 

Clustering 2   6 

Dense 2   72 

Reshape 72   2×2×18 

Deconv3 2×2×18 9 2 5×5×9 

Deconv2 5×5×9 3 1 9×9×3 

Deconv1 9×9×3 1 1 9×9×1 

2) Generating the Optimal Scenario 
The elbow method is applied on the feature-related 

information embedded into the low-dimensional space 

[28] to observe the elbow values of classes with dif-

ferent numbers of clusters, as shown in Fig. 3. As can be 

seen, the curve exhibits a prominent inflection point 

when the number of clusters is six. Then the optimal 

number of clusters is set accordingly. 

 

Fig. 3.  Results of optimal clustering of the scenarios 

The results of the optimal clustering of the scenarios 

during the year are shown in Fig. 4, while the data dis-

tribution and centers of clustering of each scenario are 

shown in Fig. 5. 

Figures 4 and 5 show that scenario Ⅰ is distributed 

over all months of the year, and reflects cloudy and 

breezy weather. The output of PV power is moderate in 

this scenario because solar radiation is blocked by 

clouds. The overall output of wind power is low, and its 

curve has a concave shape. Scenario Ⅱ is mainly dis-

tributed over spring and autumn. The PV output is 

moderate, with a maximum of 0.52, while the output of 

wind power is stable. Scenario Ⅲ is distributed in the 

summer, and features high temperatures, weak winds, 

and sunshine. This results in a reduction in atmospheric 

density, wind speed, and consequently, the wind power 

output. The maximum output of wind power is only 0.1. 

Because of the significant increase in solar radiation in 

summer in the region, the impact of high temperature on 

the output of PV power lessens as the output increases. 

The maximum PV output is 0.62. As a large number of 

cooling devices, such as air conditioners, are used in 

summer, the daytime load is high until the temperature 

drops at night. Scenarios Ⅳ and Ⅴ have similar proba-

bilities of occurrence, with moderate outputs of PV and 

wind power, both exhibiting smooth rises in the night 

and during the day. Scenario Ⅵ is mainly distributed in 

autumn and winter. The solar radiation in this scenario 

decreases, so the PV power only has a maximum output 

of 0.4. Wind power is more stable, and fluctuates 

around 0.62. As the region is located in the south, there 

is little need for heating equipment in the winter, so the 

load does not increase significantly. In summary, the 

differences in power generation and load among the 

scenarios illustrate their adequacies. 

 

Fig. 4.  Reconstruction loss of the autoencoder. 

C. Assessing the Quality of the Generated Scenarios 

The high-quality scenarios generated above are re-

quired to have the following characteristics: 1) the 

temporal characteristics of the scenarios involving wind 

power, PV power, and load should represent their his-

torical characteristics; 2) the scenarios should have a 

high intra-cluster similarity and a low inter-cluster 

similarity. 

1) Comparison of the Reconstruction Loss of the Encoder 

Reconstruction loss is used to analyze the ability of 

the temporal features extracted by the DCEC-MS model 

to represent the historical characteristics of wind power, 

PV power, and load. The Adam optimizer is applied to 

train the DEC and DCEC-MS, while the autoencoders 

of both models perform feature extraction and recon-

struction on the time-series data. A comparison of their 

reconstruction losses is shown in Fig. 6. 
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Fig. 5.  Data distribution and clustering center of each scenario. 

 

Fig. 6.  Reconstruction loss of the autoencoder. 

Because the traditional DEC model considers only 

the loss of clustering as the loss function of the overall 

network for its iterative fine-tuning, this distorts the 

low-dimensional embedding space and affects the re-

construction of data by the autoencoder. With an in-

creasing number of iterations, the reconstruction loss 

experiences a slight rise, followed by stabilization, and 

eventually fluctuates around 0.11. The DCEC-MS 

suppresses spatial distortion by considering the losses of 

reconstruction and clustering to form a joint loss func-

tion. Consequently, its reconstruction loss stabilizes at 

around 0.0069 as the number of iterations increases, 

with a reduction of 93.7% compared with that of DEC. 

This shows that the ability of the DCEC-MS model for 

data reconstruction is superior to the DEC model, and 

its generated scenarios can better represent the charac-

teristics of wind power, PV power, and load. 

2) Comparative Analysis of the Validity of Clustering 
Three metrics are chosen to assess the quality of 

clustering, i.e., the Calinski–Harabasz index (CHI), the 

silhouette coefficient (SC), and the Davies–Bouldin 

index (DBI), and to quantitatively analyze the in-

ter-cluster and intra-cluster similarities of the five clus-

tering models of K-means, PCA+K-means, DEC, DCEC, 

and DCEC-MS. The results are shown in Table Ⅲ. CHI 

is obtained from the ratio of inter-cluster separation to 

intra-cluster tightness, and SC is used to measure the 

similarity between each data point and the cluster to 
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which it belongs. In this context, the larger the two 

values, the better is the effect of clustering. DBI, which 

is the ratio of the sum of intra-cluster distance to in-

ter-cluster distance, is used to measure the mean value 

of the maximum similarity between scenarios in each 

class. A smaller DBI value indicates a higher accuracy 

of clustering. 

TABLE Ⅲ 

COMPARISON OF METHODS ON INDICES TO EVALUATE THE 

RESULTS OF CLUSTERING 

Methods CHI SC DBI 

K-means 174.46 0.21 1.46 

PCA+K-means 488.42 0.38 0.89 

DEC 2656.51 0.53 0.53 

DCEC 2740.45 0.65 0.48 

DCEC-MS 4948.37 0.83 0.24 

Table Ⅲ shows that compared to traditional K-means 

clustering, the model that initially uses PCA data for 

dimension reduction and then for clustering has a CHI 

value 313.96 higher, a SC value 0.17 higher, and a DBI 

value 0.57 lower. This verifies the feasibility of dimen-

sion reduction to improve the accuracy of clustering. A 

comparison of PCA+K-means with DEC shows that the 

CHI of the latter is 2168.09 higher, while its SC in-

creases by 0.15 and DBI decreases by 0.36. This shows 

that embedding the clustering algorithm into dimension 

reduction and feature extraction helps improve the ac-

curacy of clustering. Compared with DEC, the CHI of 

DCEC is 83.94 higher, while its SC increases by 0.12 

and DBI decreases by 0.05. This shows that the joint 

loss function of DCEC guarantees the representative-

ness of the embedded features, and the convolutional 

encoder is able to better explore the latent fea-

ture-related information in the data on wind and PV 

power, and load than the stacked encoder. Compared 

with DCEC, the CHI of DCEC-MS is 2207.92 higher, 

while its SC is 0.18 higher and DBI decreases by 0.24. 

This shows that the multi-head self-attention mecha-

nism is able to compensate for the shortcomings of 

small convolutional kernels and convolutional layers 

with variable step lengths to capture a large amount of 

one-sided information on the features of wind power, 

PV power, and load to improve the accuracy of clus-

tering. 

T-distributed stochastic neighbor embedding is in-

troduced to visualize the performance of the clustering 

models in terms of inter-cluster and intra-cluster simi-

larities. Larger inter-cluster distance and smaller in-

tra-cluster distance lead to better clustering performance, 

as shown in Fig. 7. 

As seen in Fig. 7, the boundaries of various scenarios 

in the K-means model are directly fed data on wind 

power, PV power, and load overlapped with one another, 

and are not adequately classified. The model based on 

PCA data reduces dimension and clusters, so the 

boundaries of various types of scenarios overlap each 

other and the distance between data within the clusters 

is larger, indicating a lower accuracy of clustering. The 

boundaries of various scenarios in the DEC- and 

DCEC-based models are clear, and the compactness of 

the data within the clusters of the former is slightly 

inferior to that of the latter. This shows the clustering 

process after embedded data dimensionality reduction 

and feature extraction outperforms the clustering pro-

cess where data dimensionality reduction and feature 

extraction are independent of each other. However, the 

classification results of each scenario in DCEC are still 

not close enough and the compactness is lower than 

DCEC-MS. In the model based on DCEC-MS, the 

embedded features after feature optimization are visu-

alized in the data, and it is clear that the scenario data are 

divided into 6 classes and the intra-cluster spacing is 

close. 

 

Fig. 7.  Visualization of the results of clustering. (a) K-means. (b) 

PCA+K-means. (c) DEC. (d) DCEC. (e) DCEC-MS. 

In summary, the proposed method captures important 

information on the features of scenarios involving wind 

power, PV power, and load, and contains fewer outlier 

data. The results of clustering of the scenarios are thus 

superior to those of the other models considered. 

Ⅵ.   CONCLUSION 

This paper has proposed the DCEC-MS model to 

cluster data to mitigate the adverse effects of uncer-

tainties in the power supply and demand for optimal 

dispatching and planning of power grids. The proposed 

model solves the problems of extracting and processing 

features from high-dimensional time-series data on 

wind power, PV power, and load. First, a multi-head 
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self-attention mechanism is used to compensate for the 

shortcomings of small convolutional kernels and con-

volutional layers with variable step lengths to capture 

deep feature-related information from time-series data. 

Consequently, the features in low-dimensional embed-

ded space can better represent the actual characteristics 

of wind and PV power, and load. Second, a joint loss 

function is used to combine feature extraction and 

clustering to suppress the distortion of low-dimensional 

space. This guarantees the representativeness of the 

embedded features and improves the accuracy of clus-

tering. The datasets on wind power, PV power, and load 

are applied to verify the performance of the proposed 

model by using indices to assess its clustering, method 

of data visualization, and data distribution within the 

clusters. 
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