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ABSTRACT

Training in virtual reality (VR) using a head-mounted display
(HMD) has been applied to various fields, and recent attention
has been focused on real-time feedback to the trainee. However,
trainees’ acceptance of the presented feedback is dependent on the
state of the ongoing task as well as their internal state. If the trainees
are not ready to accept the feedback from the system, it may poten-
tially disturb the ongoing training. This study is premised on it
being desirable for a VR training system to recognize the trainee’s
state and present feedback at an appropriate time. As a first step,
this study focused on using a case scenario about public speaking
training to confirm the appropriate timing of feedback in terms of
trainees’ subjective impressions. Specifically, a presentation train-
ing system that uses VR-HMD to collect observable multimodal in-
formation (including body posture and movement, gaze, heartbeat,
perspiration, voice, and slide operation) was developed, which pro-
vided real-time feedback using icons. We collected the trainee’s
subjective scores of disturbance for each feedback in various situ-
ations through a Wizard of Oz experiment. Data analysis revealed
two things; (1) Real-time feedback negatively affects the trainee’s
presentation in as many as 30 % of cases，(2) More than half of
such negating-impact feedback can be estimated from observable
information. This finding is expected to contribute to the devel-
opment of future training systems that provide real-time feedback
avoiding inappropriate timing for the trainee.

Index Terms: Human-centered computing—Human computer in-
teraction (HCI)—HCI design and evaluation methods—User stud-
ies; Human-centered computing—Human computer interaction
(HCI)—Interaction paradigms—Virtual reality

1 INTRODUCTION

With the advent of head-mounted displays (HMDs) training sys-
tems in virtual spaces have attracted extensive attention in diverse
fields recently. The virtual reality (VR) training system can capture
head movements, controller operations, voice, and gaze informa-
tion. With the captured information, the system is potentially able
to estimate user performance and provide interactive feedback to
the trainee. To present effective feedback, “what” and “how” to pro-
vide feedback are important. This has been the subject of numerous
studies (e.g., [4, 28]). Instead, this study focuses on the timing (the
“when”) of feedback presentation. In terms of timing, feedback
can be broadly divided into real-time feedback (concurrent feed-
back), which is presented during training, and summary feedback
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(terminal feedback), which is presented after training or during
short breaks in the training [20]. Summary feedback can provide
broad suggestions for overall performance. Real-time feedback is
expected to be more effective in improving micro-operations be-
cause it can point out problems as soon as a system discovers them.
This study focuses on a public speaking training as a case study

scenario using real-time feedback. We assumed a case in which
a user (trainee) wearing an HMD gives a presentation to a virtual
audience in a virtual space, and the system points out problems in
the user’s current performance that need to be improved with the
corresponding icon. The positive aspects of real-time feedback in
VR training systems have been attracting attention [28]. However,
if most of user’s cognitive resources are devoted to an ongoing task,
displaying additional real-time feedback and prompting for its con-
firmation may inhibit the ongoing task [16] (i.e., the presentation in
this study). To the best of our knowledge, there are no studies that
focus on the negative aspects of real-time feedback and the solu-
tions for that in the VR presentation training scenario.
Therefore, the first research question in this study was defined

as “To what extent does real-time feedback negatively affect the
presentation in VR training?” The secondary research question was
also defined: “Is it possible to estimate the feedback at the timing
that could negatively affect the presentation from the observable in-
formation up to that timing?”. A presentation training system using
a VR-HMD to collect multimodal information (including body pos-
ture/movement, gaze, heart activity, perspiration, voice and operat-
ing the presentation slides) was developed for this study to assist
with this determination. We collected the participants’ subjective
scores on behavioral change and disturbance feeling for each feed-
back in various situations through a Wizard of Oz (WoZ) experi-
ment with this system. As a result of the data analysis, we con-
firmed that real-time feedback occasionally had negative effects on
presenters. Furthermore, we confirmed the possibility of estimat-
ing more than half of the feedback that causes such negative effects
from the multimodal data. These findings lead the development of
future training systems that provide real-time feedback avoiding in-
appropriate timing for the trainee.

2 RELATED WORK

2.1 Interruptibility of Information Presentation
The acceptability of a source’s information presentation is largely
determined by the properties of the information (e.g., importance
and urgency) and the properties of the receiver (interruptibility)
[32]. As for the receiver property, an example may be that a per-
son is irritated to receive a phone call at a time they are absorbed
in watching a World Cup soccer game on TV in their living room
because their attention is already focused elsewhere. On the other
hand, a person may appreciate (and not at all feel annoyed) a phone
call when they are bored with nothing to do in their spare time.
McFarlane proposed a taxonomy of eight perspectives for human
interruption [25].
Office workers have a variety of tasks and often multitask while

switching between them; as a result, there are many studies onWork licensed under Creative Commons Attribution 4.0 License.
https://creativecommons.org/licenses/by/4.0/

405

2023 IEEE International Symposium on Mixed and Augmented Reality Adjunct (ISMAR-Adjunct)

DOI 10.1109/ISMAR-Adjunct60411.2023.00087

20
23

 IE
EE

 In
te

rn
at

io
na

l S
ym

po
si

um
 o

n 
M

ix
ed

 a
nd

 A
ug

m
en

te
d 

R
ea

lit
y 

A
dj

un
ct

 (I
SM

A
R

-A
dj

un
ct

) |
 9

79
-8

-3
50

3-
28

91
-2

/2
3/

$3
1.

00
 ©

20
23

 IE
EE

 | 
D

O
I: 

10
.1

10
9/

IS
M

A
R

-A
dj

un
ct

60
41

1.
20

23
.0

00
87



the effects of such task-switching (e.g., [18, 19]). Conscious task
switching by oneself in multitasking is also called self-interruption,
and excessive switching has been shown to reduce intellectual pro-
ductivity. The target situation in this study of receiving feedback
during a presentation can also be interpreted as multitasking, where
the main task is the presentation and the secondary task is feedback
confirmation.

2.2 Estimation of Appropriate Timing of Information
Presentation

The effects of the timing of presenting information to people have
been widely studied in the field of HCI. Mark et al. pointed out
that inappropriate interruptions from human-to-human communi-
cation via computers reduce the productivity of workers engaged in
intellectual activities [23]. For example, when a worker is concen-
trating on his/her office work, a ringing phone, a colleague talking
to him/her, or excessive pop-ups of email software can interrupt
work and increase a person’s mental workload [1, 22]. To address
this problem, Hudson et al. estimated interruptibility based on the
idea that if the system can recognize the state of the worker, it can
control the timing of information presentation [6, 14]. One another
mainstream idea is that moments of low cognitive load (referring to
the total amount of mental effort used in working memory [30]) are
more likely to interrupt an ongoing task [26]. Therefore, cognitive
load at each timing of the system has been studied using physiolog-
ical signals that reflect mental workload, such as pupil size [7, 15]
and electroencephalogram [24]. Iqbal and Bailey suggested that
the mental cost of interruption depends on the stage of the ongoing
task and that task models are able to predict the moment of possible
interruption [16].
In recent years, a new trend emerges to study the appropriate

timing and method of information presentation in situations where
others in the real world talk to the VR-user [9,12]. However, to the
best of our knowledge, no study to date has investigated the effects
of timing in the presentation of realtime feedback information in
training scenarios.

2.3 System Feedback in Public Speaking
A number of systems (e.g., [10, 21, 31]) have been proposed for
VR public speaking, both research and commercial products, using
summary feedback. Palmas et al. compared the acceptability of
real-time feedback using icons with indirect feedback through the
behavior of a virtual audience in training with VR-HMDs to see
differences in their training effects [28].
Chollet et al. compared real-time feedback and summary feed-

back conditions in a VR system and found that real-time feed-
back was more effective in maintaining subjects’ motivation [3]. In
their survey paper, Hatala et al. discuss the advantages and disad-
vantages of real-time feedback and summary feedback in different
tasks, drawing on the findings of various papers [13]. Yadav et al.
analyzed the relationship between anxiety at each time point and
various physiological index data, which was collected by having
participants speak in public [36]. According to their future work,
they plan to predict the degree of anxiety from observable infor-
mation and use it for real-time feedback. The final purpose of our
study is similar to Yadav et al.’s in terms of controlling the real-time
feedback, although we do not focus on anxiety reduction.

2.4 Position of This Work
In summary, there already exist studies that compare real-time feed-
back with summary feedback in training (e.g., [3,11,29,33]). How-
ever, if our target scenario is regarded as multitasking, the trainee’s
internal state can change within a short time (e.g., several seconds),
as in the office work [15]. Based on this idea, we focus solely on
determining if “current time” is the right time for feedback or not
in the presentation training in the real-time feedback.

Figure 1: Ideal system behavior to the user’s acceptability.

3 METHODS

3.1 Expected Behavior of Final System
Figure 1 shows a simplified representation of the envisioned sys-
tem behavior. The system is assumed to have a function that can
sequentially observe the trainee’s behavior during the presentation
and detect a point that needs improvement (e.g., “You are looking
only at the slides instead of at the audience!”). Once the system
detects points in need of improvement, it then estimates the user’s
acceptance of the information presentation. If the acceptance is low,
the system will not provide feedback. Then, when the trainee is de-
termined to have a high level of acceptance of feedback, and if the
points of improvement are still evident, this feedback is presented
to the trainee. We believe that such a system will increase the effec-
tiveness of training. On the other hand, if a bad point is found but
feedback is not presented repeatedly, that would be also undesirable
in terms of training effects. In this study, however, the first step is
to focus on avoiding feedback at times that could negatively affect
the presentation (i.e., feedback at times of low acceptability).

3.2 User’s Internal Model in Training with VR System
The ultimate goal of the system is the trainee’s acquisition of ideal
presentation skills. Many skills are not acquired in a single training
session and continued training is important for skill improvement.
Recently, Fussell et al. proposed a new model for continuous learn-
ing with VR systems based on the technology acceptance model
(TAM) [5], which is tied to the final skill improvement [8]. In
this model, “Attitude toward use” is directly related to the trainee’s
continuity of training (the skill improvement), and it is related to
“perceived usefulness” and “perceived ease of use” for the training
system. “Perceived usefulness” is defined as “the degree to which
a user believes that using VR for the training would enhance his or
her performance”. “Perceived ease of use” is defined as “the degree
to which a user believes that using VR for the training would be
free of effort”. This means not only the ease of understanding and
operating the system but also the low mental load involved in using
the system.
Based on the model, we newly set the possible factors of real-

time feedback which are related to both. “Perceived usefulness”
is expected to be related to “perceived behavior changing”, which
is “the degree to which the user believes that the feedback has im-
proved his/her subsequent behavior”. This can be also seen as a
subjective, short-term training effect. To keep the “perceived ease
of use”, feedback should not negatively affect the presentation. This
was defined as the “disturbance level for feedback”, which was “the
degree to which the ongoing presentation activity is disturbed by
feedback”. These two subjective values would be affected by the
timing of the feedback. A tentative model summarizing these rela-
tionships is shown in Figure 2.

3.3 Observable Information
The experiment below confirms the possibility of estimation of sub-
jective values described in Section 3.2 from observable information.
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Figure 2: Expected training effect model in real-time feedback sys-
tem for public speaking. Red factors are employed in this study.
Black parts come from the model in [8].

Although many studies have examined the predictability of perfor-
mance and anxiety level during presentations (e.g., [34–36]), there
is no other study that has evaluated the impression for each of real-
time feedback separately. Therefore, taking into account the infor-
mation used in the above studies, this study collected multi-modal
information including audio, body movement, gaze, and physiolog-
ical data.

4 EXPERIMENTAL SYSTEM

An experimental system was designed and implemented to analyze
if the realtime feedback negatively affects participants’ presentation
and to collect multimodal data at the feedback moment.

4.1 Overview
The system simulated an environment where a presentation is made
in front of audience with three virtual people, using a VR-HMD.
Figure 3 shows a user’s view of the virtual environment. Presenta-
tion slides are displayed behind the user, below eyes. The user can
switch between slides by clicking the VR controller in his or her
hand. In addition, the light beams emitted from the tip of the VR
controller can be used as a pointer during the presentation.
Although many methods have been studied to automatically de-

termine points for presentation improvement from observed infor-
mation, the current system’s accuracy is often inferior to human
judgment. Considering this, we elected to adopt a WoZ method
in which a human evaluator points out areas that can be improved
by the presenter. Specifically, the system was designed so that
the trainee receives feedback from the evaluator by keyboard input
when he or she finds something that can be improved.
When a key is pressed, a corresponding icon is presented to

the trainee after a delay selected from 0 to 5 seconds, based on a
uniform distribution to collect various timing data. After having
given their presentation, the trainees gave a score to each piece of
feedback received. In the experiment, body movements, eye gaze,
voice, heart rate, perspiration, and slide-switching information were
continually recorded.

4.2 Hardware and Software
The system consisted of a personal computer (PC), a HMD (HTC
VIVE Pro Eye (Dual OLED, 1440 × 1600 pixel for each eye))
with eye tracker, Microsoft Azure Kinect that measures body in-
formation, and E4 wristband to record heart rate (HR) and electro-
dermal activity (EDA) data. All system components ran in Unity
2019.2.10f1 on a single PC (OS: Windows10 Home, CPU: AMD
Ryzen 5 3600 6-Core Processor, RAM: 64GB, GPU: NVIDIA
GeForce RTX 3060). The E4 wristband data at a rate of 60 times

Figure 3: User’s view in the training environment

Figure 4: System configuration and the experimenter view

per second and sent the data to a dedicated online storage after it
was saved to the device. The system layout is shown in Figure 4.

4.3 Feedback Method

The method of feedback also has a significant impact on a trainee’s
acceptance of the feedback. In this study, to focus only on the tim-
ing of feedback, the method was limited to one type – a simple icon,
similar to Palmas et al. [28]. According to the Presentation Eval-
uation Metrics of Human Global Communications Co., Ltd, 1, ten
types of icons were defined (Table 1). These can be roughly divided
into three categories: (1) Voice, including increasing and decreas-
ing loudness, depending on the loudness of the voice and the speed
of speaking, respectively; (2) Physical behavior, including the pres-
ence of smiling, eye contact, hand movements, and body posture;
and (3) Presentation skills, including appropriateness of inflection
in speech, and appropriateness of pointer use.

Real-time feedback would be counterproductive if it is con-
stantly and excessively interfered with by ongoing training. On the
other hand, however, feedback should always be strong enough for
the user to notice it. The intensity parameters of icon presenta-
tion include size, presentation position, presentation time, and the
method of stimulus change during the presentation. Considering
this, the following final parameters are determined through repet-
itive preliminary experiments and adjustments by three graduates.
As shown in Figure 3, these 10 icons are always displayed in gray
in the HMD coordinate system, in a position that avoids the central
field of view (such as [17]). The icon flashed red twice and then
remained red for five seconds to indicate to the user that a prob-
lem related to the icon had been found. After five seconds, the icon
color returned to gray and the next keystroke was accepted. No

1https://human-gc.jp/english/
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more than two icons were presented simultaneously to avoid con-
fusing the trainee.

4.4 Virtual Audience
To increase the realism of the presentation environment, three vir-
tual people were placed as audience [27]. The virtual audience was
designed to randomly take general listening behaviors (nodding,
taking notes, etc.). Two software platforms were used to create the
virtual audience: Greta [2] and RENDERPEOPLE 2.

4.5 Recorded Data
Six types of information were recorded during the experiment in
the following format:
(1) Audio was recorded as a common wav file.
(2) Body posture and movements were recorded by Microsoft’s

Azure Kinect at 30 fps as the 3D position and rotation in the Kinect
depth camera coordinate system for 25 joints, excluding joints on
the face.
(3) Eye gaze was calculated as the vector formed by the approx-

imate intersection of the right eye and left eye gaze directions and
the midpoint of the right eye and left eye, by the eye camera SDK
in Vive Pro Eye, and was recorded at 60 fps.
(4) Blood Volume Pulse (BVP) was recorded at 64 fps by the E4

wristband. In addition, Electrodermal Activity (EDA) was recorded
at 4 fps by the same device.
(5) Slide switching is performed by the key operation of the VR

controller in the user’s hand. All keystroke timings and page num-
bers were recorded.
(6) As for the user’s property, the user was asked to answer a

questionnaire before the experiment to indicate his/her anxiety and
skill of public speaking as a subjective value on three levels, respec-
tively.
In addition, the time when the evaluator pushed the key to

present a feedback icon, the time when the icon actually started to
be presented after the delay, and the type of icon were also recorded,
respectively.

5 EXPERIMENT

This section describes an experiment using the system in Section
4 to observe how the real-time feedback negatively affects the on-
going presentation and to collect data to confirm the relationship

Table 1: Icon list

Category Name Icon Description

Voice

VoiceLoud Speak louder.

VoiceQuiet Speak in a low voice.

VoiceFast Speak faster.

VoiceSlow Speak slower.

Physical
behavior

Smile Act naturally, smile.

EyeContact Look at the audience frequently.

Gesture Use meaningful gestures. Do not make distracting movements.

Posture Stand naturally and comfortably.

Presentation
Skill

Rhythm Stress key words and words that show relationships.

Pointer Use the pointer appropriately.

2https://renderpeople.com/free-3d-people/

between trainees’ impression scores for each feedback and the ob-
servable information. The former was evaluated qualitatively by
means of recorded video and audio.

5.1 Overview
Participants wore the HMD and gave presentations in a virtual
space. The evaluator (experimenter) always observed the presenta-
tion, and if she found behavior to be improved, she made keystrokes
corresponding to each feedback icon (Figure 4: Experimenter’s
viewpoint during the experiment). Icons were presented in front
of the participants’ view, and based on these, they were asked to
improve their behavior without stopping their presentations. Im-
mediately following their presentations, participants were shown a
video recording of their views in the virtual environment and asked
to respond to their scores for each piece of feedback received. After
the experiment, the impact of the feedback was qualitatively con-
firmed by observing the presenter’s behavior and voice immediately
after the real-time feedback in the recorded video. In addition, the
relationship between each subjective score and the observable in-
formation was analyzed to ascertain if it is possible to estimate un-
desirable timing for participants.

5.2 Participants
Eighteen participants (all graduate students in information science
and materials science, all non-native English speakers, 8 males and
10 females, aged 27 to 37 years (M = 28.61,SD = 4.30) at a lo-
cal university were recruited by e-mail to participate in this study.
None spoke English natively, although all participants’ level of En-
glish were above the pre-advanced: I speak and understand well
but still make mistakes and sometimes people do not understand
me clearly. Four participants reported low anxiety levels when giv-
ing presentations, six said they experienced medium anxiety, and
eight experienced high anxiety, according to the results of the ques-
tionnaire completed before the presentation. Each participant was
paid an honorarium of 2,000 JPY after two hours of work in the
experiment.

5.3 Procedures
First, the experimenter provided an overview of the experiment to
each participant and obtained informed consent from each partic-
ipant. The 5 minutes baseline BVP and EDA of participants are
recorded first. Participants were asked to sit on a chair and wear
an HMD and an E4 wristband. A high-fidelity meditation platform
called Meditation VR 3 in Steam was used to help participants re-
lax. After this, each participant was taught how to use the system
and how to give their presentation using this system. Then, the eye
tracker was calibrated and the experimenter ensured each partici-
pant had time to get familiarize themselves with the system. Par-
ticipants were especially asked to remember the meaning of each
feedback icon.
After setting up the system, participants are asked to choose

one slide (from an option of 10 slides) across five topics (foods,
lifestyle, spiritual, sports, travel). They were each given 10 min-
utes to organize their presentations without wearing HMD, and five
minutes free to practice presenting while wearing the HMD. After
this initial training, the participants began their presentations and
the system began recording the data when the experimenter sig-
naled the start of the training session. The evaluator (experimenter)
observed the situation and, following the presentation metric, made
keystrokes corresponding to each piece of feedback once she found
improvement points. Each presentation was five to seven minutes
long.
Immediately after each presentation, participants responded to

each feedback with subjective scores in Section 5.4 while watching

3https://store.steampowered.com/app/1301850/Meditation VR/

408



their own viewpoint videos during the training. After a 10-minute
break, the above procedure was repeated with another presentation
topic. Finally, a brief interview was conducted to obtain opinions on
the feedback method and the training effectiveness of the system.

5.4 Subjective Scores

The scores to which the participants responded for each feedback
after each presentation are listed below. These correspond to the
elements discussed in section 3.2. Each score was answered on a
five-point scale.
(1) Perceived behavior changing (PBC)： How much did you

change your behavior according to the feedback you received? 1:
Nothing changed. 3: I changed my behavior once, but forgot about
it soon. 5: I changed my behavior immediately, and kept it in mind
for the whole presentation.
(2) Disturbance level for feedback (DL): How much did this

feedback disturb or distract you? 1: Not disturbed/distracted at all.
3: It disturbed/distracted me little, but I can deal with it. 5: It dis-
turbed/distracted me a lot, and even interrupted the presentation for
a while.
Note that PBC is the effect of feedback until the end of the pre-

sentation, and DL is the impression of feedback immediately after
receiving it.

6 RESULTS

The total number of feedbacks presented to all participants was 228.
Except for nine unnoticed feedbacks and four feedbacks with eye
tracker errors, the remaining 215 were analyzed.

6.1 Negative Impact of Feedback on Presentation

We qualitatively analyzed the observable disturbing effect of the
feedback on the ongoing presentation. The experimenter checked
observable changes in the presentation for 15 seconds after each
of the feedback with the recorded audio and video. The following
three main negative effects were observed. The first is the case that
the presenter suddenly stops speaking for more than three seconds
immediately after presenting feedback (even though it is not during
the slide changeover, etc.). The sudden speech stop gives a rather
negative impression to the audience when it occurs in a real presen-
tation. Such cases were observed 35 times (/ 215). The second is
the case of a clear increase in filler words (e.g., Uh, well). Due to
individual differences in the frequency of filler word use, we con-
sidered a negative case to be one in which the use of filler words
increased more than twice in the 15 seconds immediately after the
feedback, compared to the 15 seconds before the feedback. Such
cases were observed 33 times (/ 215). The third was the repetition
of the same word. We considered this case when the same two or
more words were repeated within 15 seconds after the feedback.
Such cases were observed 16 times. Some of these three cases oc-
curred simultaneously, and the total number of times with any of
the negative effects was 65 (/ 215). In other words, in as many as
30% of the cases, a negative impact (observable for the audience)
was observed on the presenter immediately after the feedback.
The Pearson’s correlation coefficient between its occurrence and

the DL score was 0.36 (p < 0.01). There was no significant corre-
lation between its occurrence and PBC.

6.2 Estimation of Perceived Behavior Change and Dis-
turbance Level for Feedback

Simple models to estimate each score (i.e., PBC and DL) were cre-
ated from all the recorded multi-modal data with the Random For-
est. A 10-fold cross-validation was performed using the 215 data.
For PBC, the correlation coefficient was 0.45. The correlation coef-
ficient for DL was 0.56. On the other hand, adding the participants’
property data (i.e., anxiety level as described in Section 4.5) and the

Figure 5: Number of cases with negative effects included in each
disturbance level (DL)

icon type improved the correlation coefficient to 0.53 for PBC, and
0.62 for DL.

6.3 Detection of Feedback Timing that Negatively Im-
pacts Presenters

Finally, we describe the possibility of predicting feedback at times
that could have a negative impact by using the DL values. Only DL
was used here for estimation because PBC was not correlated with
the occurrence of negatively affected feedback. Figure 5 shows the
number of cases with negative effects included in each DL value.
The higher the DL value, the higher the percentage of cases that
had a negative impact at a given DL value. From this result, for
example, if feedback is not displayed simply when the DL is greater
than or equal to 3, 70 % ((19+16+10)/65) negative cases can be
avoided. Similarly, by using the estimated DLs in Section 6.4, 62%
negative cases (40/65) can be avoided. However, note that this is
the result of fitting the model to the test data. The actual estimability
is discussed further in Section 7.

7 LIMITATIONS AND FUTURE WORK

At present, this study has a number of unexplored issues that leave
gaps for future research.
First, all participants for data collection at this stage are graduate

students, and the results obtained depend on them. It is essential to
enrich the data by continuously conducting the same experiment on
participants of various properties. The construction of a model for
each participant is also a potential future issue.
Features calculated using the measured data are rudimentary and

need to be replaced with more sophisticated ones (e.g., combined
multiple data). For instance, the results showed that the timing of
looking at the slides was undesirable in terms of DL; however, if the
speaker is speaking without stuttering, the timing of looking at the
slides may not result in lower DL. In this case, such timing could
probably be detected by using a combination of head direction and
voice information.
In addition, it must be verified soon whether withdrawing feed-

back at times that negatively affect presentation in training really
leads to training effects (the reverse could also be true as another
training strategy, e.g., overload training). We plan to conduct an
experiment with the system that can provide real-time feedback at
a time decided by DL to confirm its training effect as the next step.

8 CONCLUSION

This study confirmed the influence of timing of real-time feedback
in the VR system for public speaking training through an experi-
ment using the WoZ method. First, we confirmed that as much as
30% of real-time feedback had a negative effect on presentation.
Next, referring to Fussell et al.’s model [8], we defined the distur-
bance level, etc. for each feedback and showed that it could be es-
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timated with reasonable accuracy from the observable multimodal
information up to the feedback timing. Furthermore, it was found
that more than half of the feedbacks with negative effects can be
determined from the estimated disturbance level. As next, we plan
to conduct an experiment with the real-time feedback system with
timing control by the estimated DL to confirm its training effect.
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