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Figure 1: Visualizations tested within the study (left), the task users carry out (middle) and the metrics we primarily study (right).

ABSTRACT

In many jobs, workers execute precise line tracing tasks; welding,
spray painting, or chiseling, for example. Training and support
for such tasks can be done using VR and AR. However, to enable
workers to achieve the required precision in movement and timing,
the effect of visual guidance on continuous movement needs to be
explored. In VR environments, we want to ensure people are trained
so that the obtained skill is transferable to a real-world context,
whereas, in AR, we want to ensure an ongoing task can be com-
pleted successfully when adding visual guidance. To simulate these
various contexts, we employ a VR environment to investigate the ef-
fectiveness of different visualizations for motion-based guidance in
a line tracing task. We tested five different visualizations, including
faster and slower arrows on the pen, the same arrows on the line, a
dynamic graph on the pen or line, and a ghost object to follow. Each
visualization was tested with the same set of five lines of different
target speeds (2 cm/s to 10 cm/s in steps of 2 cm/s) with a training
line of 5 cm/s. Our results show that the example ghost on the line
turns out to be the most efficient visualization for allowing users to
achieve a specific speed. Users also perceived this visualization as
the most engaging and easy to use. These findings have significant
implications for the development of AR-based guidance systems,
specifically in the realm of speed control, across diverse domains
such as industrial applications, training, and entertainment.
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1 INTRODUCTION

Fine-grained motion-based tasks typically require users to carefully
navigate an area with their hands while performing various manual
actions. This is especially the case for line tracing activities (e.g.,
welding, caulking), where users must balance the tool accurately
along a specific path at a certain speed without deviating from the
target area. Depending on the activity, utilized tool, and surface
area, the tool speeds required in these activities can vary. The tool
speed is typically also based on a metric called the "feed rate" (the
rate at which material "feeds" out of the tool). Speed control and
accuracy are vital in balancing the feed rate and the tool speed to
achieve proper end results. For example, in welding, the torch speed
of a professional welder can typically range from 2 cm/s to 6 cm/s,
which also depends on the feed-rate set on the welding tool [7].

Training and support for motion-based tasks can be done using
Augmented Reality (AR) and Virtual Reality (VR) [5, 6,23, 24].
However, to enable workers to achieve the required precision in
movement and timing, the effect of visual guidance on continuous
movement needs to be carefully explored. So AR guidance visual-
izations must be precisely crafted to avoid a negative impact on task
execution. The additional information provided during the execution
of a motion-based task may briefly interrupt or distract the user, as
that information needs to be absorbed and interpreted, which in turn
can affect the accuracy and speed of the fine-grained movements,
ultimately leading to a decline of the quality of the end result.

Our goal is to provide insights into which types of visualizations
are most effective for guiding users through fine-grained line tracing
tasks that require precise motor movements and speed control. By
doing so, our objective is to enhance the design and implementation
of AR guidance methods for various motor skill activities. Figure 1
showcases the measurements that are of primary interest to our
study. This includes the variation in users’ speed from the target
speed across different visualizations, the distance traveled before
they achieve the correct target speed, and the extent to which users
exceed the required speed when trying to achieve it.

To properly analyze these concepts, we conducted a user study
that explores five different visualizations for line tracing activities
on top of a surface. The study is conducted within VR, where we



analyze the impact of instructions during a line tracing activity with
a pen (see left of Figure 1). Given that virtual reality enables us to
simulate occlusions commonly encountered in augmented reality, we
anticipate that the insights gained from our findings can be applied
to AR guidance scenarios.

This paper presents the following contributions:

* We explore the impact of visual guidance on the user perform-
ing line tracing tasks that require high precision.

e We compare three “low information density” visualizations for
providing guidance on a tracing task.

» We identify the speed differences between the target speed and
the actual conducted speed caused by the provided guidance,
thus mapping the possible error that may occur.

To this end, we performed a comparative interaction study. Our
results show that using demonstration for guiding the user makes
them achieve the correct speed sooner, allows them to trace the speed
more accurately, and gives an overall better usability experience.
However, this is at the cost of a sharp increase in speed at the start
of the task. The implications of our findings are substantial for the
development of augmented reality guidance systems, particularly
in the domain of speed control, with wide-ranging applications in
industries, training programs, and entertainment.

2 RELATED WORK

This paper takes knowledge from three main categories of research,
human processing during motion, XR for motor skill tasks, and XR
guidance during motion. We present past works and literature from
within these categories.

2.1 Human-Processing during Motion

When aiming for a particular speed during motion, there may exist
a potential trade-off between the speed and the accuracy of the
movement [14]. We intend to balance this trade-off by guiding
the users toward the correct speed while allowing them to keep
the accuracy of their movement. Nonetheless, Maeder et al. [12]
discussed that humans have a limited capacity for processing visual
information (our "cognitive bandwidth") and that interface design
can significantly impact user understanding and performance. Their
model imposes an existing limit on the understanding of visual
interfaces and emphasizes that using the power of abstraction allows
us to present data in a way that assists faster human understanding.
Thorpe et al. [16] also previously found that humans have a limited
reaction time to process visual information when appearing at high
speed. Similarly, Liu et al. [11] found that high latency in interactive
visualizations reduces the rate at which users make observations
and leads to lower performance even at subsequent lower latency
visualizations. These studies emphasize the importance of interface
design in facilitating effective visualization comprehension and user
performance. Low latency and abstraction are important factors to
consider in designing effective visualization interfaces for human
performance.

2.2 XR for motor skill tasks

XR technology has repeatedly been shown to be an effective learning
method compared to video-assisted instructions [1,4] or traditional
learning methods [19] for motor skill learning. When looking at
motor control skills, it has also been shown to improve performance
and learning of athletic activities [9] and in rehabilitation [25]. For
guidance during activities, Yang et al. [21] studied the effects of
employing the "ghost" metaphor in VR for guidance in calligraphy,
where it was found that the VR guidance achieved equal perfor-
mance to traditional methods for less training effort. Nomoto et al.
also tested how visuo-haptic interaction with a dummy hand as a
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"ghost" affects the accuracy and speed performed while drawing
and found a positive improvement in the accuracy but a decrease
in the speed performance [13]. Meanwhile, Yi et al. studied how
visualizing trails for object interaction with controllers and hands
can affect the fine motor control ability within VR [22]. Wierinck et
al. [20] studied augmented feedback for dexterity skills, specifically
with dental students. They found that those receiving augmented
feedback outperformed those without it in the performance test.
Buchner et al. [3] also studied AR’s effects on the cognitive load
and performance of motor and cognitive tasks. They found that
AR has the potential to decrease cognitive load and increase task
performance, primarily in-situ spatial AR. However, they mentioned
that see-through AR could gain the same benefits with the proper
value-added design of instructions. In general, these works imply
that implementing AR and VR technologies can enhance training
and learning experiences in various domains and that careful atten-
tion to cognitive load and interface design can help optimize user
performance and understanding.

2.3 XR guidance during motion

Within our paper, we specifically focus on guiding the user toward
controlling their speed of motion for specific line tracing activities.
There has been prior work regarding guidance in AR or VR for
following specific paths. Peternel et al. [15] used projected visualiza-
tions on top of the hand to guide the user’s hands toward a specific
target area. They tested 2D and 3D visualizations and found that the
AR-guided movement increased user accuracy by around 85%, com-
pared to simple video instructions. In a similar study regarding arm
movements, Volmer et al. [18] used precues (visualizations that show
beforehand what the next steps entail) to guide the user for specific
procedural tasks. For their example cases, showing a simple line
towards the next target area proved to be the most efficient visualiza-
tion. Similarly, Liu et al. [10] tested within VR how different styles
of precues affect the efficiency and accuracy of users performing
directed motions along a specific path with their arms. Yu et al. [23]
further explored how such cues can direct users during full-body
motions. They suggested several motion visualizations to direct the
user using first-person (user perspective) and third-person (using
an avatar) methods. They found first-person instructions to be the
most efficient. One common visualization we often encounter within
these works is using example movements to guide the user. Little
information, however, is present on how such example visualiza-
tions help users in achieving the correct speed during motion since
most works focus on performing the motion as fast or accurately as
possible.

3 DESIGN OF SPEED GUIDANCE FOR LINE TRACING

The primary focus of our research is to design AR guidance visual-
izations for situations where users need to trace a line on a surface
area at a specific speed. Some real-life examples of these situa-
tions include gluing, welding, painting, and caulking. We define
three main aspects we employ in our design: visualization location,
user adaptation, and continuity. These are identified based on prior
works within the fields of XR guidance for motion and motor skill
tasks. Our goal is to test the effects of these aspects on guiding users
towards a correct speed, which is primarily still unexplored.

3.1 Visualization Location

Since point activity focus is important within these activities, visual-
izations should try not to obscure the activity, while still remaining
close enough to ensure proper interpretation. Within our use case,
we consider two locations that can be utilized for these visualiza-
tions: (i) on the line where the activity takes place (similar to [18]),
and (ii) the tool used to carry out the activity (like in [1]).



3.2 Discrete Instructions

Line tracing activities often require high-precision motion, which
makes it essential for the visualizations to incur the least amount of
cognitive load. Since the cognitive load is highly dependent on the
amount of information that needs to be processed at a given time,
we consider the continuity of the information (when and what infor-
mation is given). Within our use case, we look at instructions that
are discrete or continuous in nature. Discrete instructions are clear,
individual steps that need to be taken to reach a desired outcome.
For example, in an AR/VR application, discrete instructions can
be provided as textual or visual prompts, such as pop-up windows,
tooltips, or arrows, which indicate a singular target activity [10, 18].
Without user adaptation, an example of line tracing motion would
be the text prompt "Move along this area at a speed of X cm/s".
This instruction is hard to understand for novice users and is less
interesting within our context. To include user adaptation within
this type of instruction, we consider using a discrete arrow-based
glyph which indicates the need to either increase or decrease the
user’s current speed. Mapping the context of increasing speed to
a positive relation (+) and decreasing speed to a negative relation
(-), we can shape the glyph of a desired speed increase to a green
upward arrow () and desired speed decrease to a red downward
arrow (¥). Based on the location, this instruction presents us with
two visualizations to consider for the user: (i) arrow glyphs on the
tool and (ii) below the point of interaction.

3.3 Continuous Instructions

Unlike discrete instructions, continuous instructions involve ongoing
guidance for maintaining a desired outcome and typically require
continual monitoring and adjustments.

3.3.1

A real-life example of continuous, user-based instruction is the
speedometer inside a car, which provides a range of speeds and
indicates the driver’s current speed. This same concept was also used
by Ipsita et al. [1] for providing guidance during welding training.
As a speedometer includes more detailed information that needs
to be processed (e.g., textual information, circular outlines, tick
marks), we aim to simplify the design of our continuous, user-based
instruction by turning to the concept of Sparklines: simple, word-
sized graphics introduced by Edward Tufte [17]. These Sparklines
often consist of heavily simplified graphs without any labels or
tickmarks since their primary focus is the comprehensibility of data
trends. We base ourselves on this design as it supports a visualization
that can be interpreted fast, does not obscure the task at hand, and
represents the user’s current state compared to the desired state. For
every single point in time, users can see the representation of their
speed and the target speed to reach ( ). This visualization can
also be presented on both the pen and below the line.

User-Based

3.3.2 Task-Based

Finally, we have incorporated the capability to visualize the desired
speed independently of the user’s current speed. We do this by
utilizing the concept of a demonstration object or "ghost" [13,21],
which represents the tool positioned atop the area and moves at the
correct speed. Within our context, we generalize this "ghost object”
to an orb on the area that moves at the desired speed ( ), that
users can choose to follow directly or copy from a distance at the
correct speed. By limiting the size of the visualization, we avoid
occluding too much area with unnecessary details. However, due
to the nature of continuous instructions that are not user-based, this
visualization method is hard to represent the tool of the user without
restricting the orientation and depth of the tool and thus occluding a
large area. Hence we only focus on visualizing the "ghost" object
on top of the area.
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3.4 Design Overview

Through this design study, we have identified three viable visual-
izations that can be considered for guiding users toward the correct
speed (seen in Table 1). Our goal is to compare these visualiza-
tions with both quantitative and qualitative data to understand their
effectiveness better.

Table 1: The visualization designs mapped to continuity, location,
and user adaptivity.

Visualization ‘ Continuity ‘ Location ‘ User-based
Binary indicators (W 4A) Discrete Area/Pen Yes
Speed graph ( ) Continuous Area/Pen Yes
Ghost demonstration ( ) Continuous Area No

4 USER STUuDY

Through the systematic user study described in this section, we aim
to uncover the effects of the previously described visualization tech-
niques, within the context of a line tracing task, on user performance
and perception.

4.1

Our design study resulted in three visualizations with two variations
in the first two cases (see Section 3), creating a total of five designs
to explore as independent variables (IV) of the study. We name these
I-Pen (Figure 2a), I-Line (Figure 2b), G-Pen (Figure 2c), G-Line
(Figure 2d) and Orb-Line (Figure 2e). We test these visualizations by
tracing a line with a pen. For the location, we place the instructions in
the middle of the pen above the nozzle (Figure 2a and 2c¢) and below
the intersection point of the pen with the line (Figure 2b and 2d).
Visualizations always face the users, allowing them to focus on speed
and position accuracy without rotating the pen and ensuring that the
instructions do not occlude the drawing area. For the indicators, we
enforce a threshold to recognize the correct speed: the visualization
is hidden when users reach the target speed within a 20% threshold.
This is to mitigate the impact caused by human-error margins. A
20% tolerance was selected to ensure fair representation across target
speeds, as a static tolerance value (e.g., 0.1 m/s) compromises the
balanced study design (apparent from pilot studies). The graph-
visualisation we used in the study (Figure 2c and 2d)) uses a time
frame of 1 second, allowing for interpretation and reaction time. The
visualization’s height is limited to half the thickness of the pen (1
cm) to avoid occlusion of the line. The orb visualization (Figure 2e)
starts at one end of the line. When users enter the orb with the pen,
it moves at the desired speed toward the other end of the line. Users
are requested to match their pen speed to the orb’s, and once the orb
reaches the end of the line, it disappears automatically.

Experimental design & Implementation

4.2 Procedure

In most example situations of real-life line tracing (e.g., welding,
gluing, caulking), there is a feed rate present that controls the amount
of material flowing onto the surface. Since the amount of feed rate
in a material can directly affect the required speed of users and
may influence the results significantly, we choose to conduct our
study in the context of a simple drawing task in VR where the feed
rate is constant. We utilize VR to simulate the drawing task and
study the effects of the visualizations since it allows us to control all
information perceived by the user and remove potentially unwanted
variability. Within this study, users will hold a 3D-printed pen
(Figure 3b) to trace a specific target line of 60 centimeters. The goal
is to follow a predetermined line at the correct speed with this pen.
To draw conclusions about the visualizations for low and high target
speeds, we test the visualizations for a range of target speeds starting
from 2 cm/s to 10 cm/s in steps of 2 cm/s. We omit variability within



(@)

(b)

(©)

(d) (e)

Figure 2: The visualizations mapped to the study use case (background adjusted to a lighter shade for visibility) with (a) the indicators on the
pen, (b) indicators below the line, (c) graph on the pen, (d) graph below the line, and (e) demonstration orb on the line

our study regarding tool familiarity since we assume most people
within our target audience have gained prior experience holding a
pen.

4.3 Participants

Within our test setup, the order of the visualizations is randomized
across participants based on a 10x5 Balanced Latin Square (twice
in row length to balance odd numbered visualization count), to
minimize learning effects. A total of 20 participants (12 male, 8
female) with ages 20 to 52 (M=32.55, SD=9.73) were recruited to
perform this study. Seventeen of the participants were right-handed,
and three were left-handed. Participants were allowed to use the
visualizations in their most dominant hand for this study. Users
were also prompted to apply the "think-aloud" protocol and mention
anything about the visualizations that would stand out to them.

4.4 Measures

To comprehensively evaluate the impact of various visualization
techniques on user performance and perception during the line trac-
ing task, we employed a range of measures to capture key aspects
of participant behavior and performance. Some of the speed-related
measures can be seen on the right of Figure 1. To make the compar-
isons, we accumulated all the readings to get one mean result for
every line that was drawn. Hence for every quantitative measure,
there is one result per participant (20), target speed (5), and visu-
alization (5), with a total sample size of 500 (20x5x5). Within our
study, the following dependent variables (DV) were analyzed:

Drawing speed One central measure of interest for performance
was the speed at which participants traced the target lines.
To decide the performance of drawing speed, we calculate
the difference between the speed of the pen and the target
speed at the time for every visualization. Here we establish
our first hypothesis Hy: The drawing speed differs across the
visualizations.

Achieving target speed For another performance metric, we exam-
ine the point along the line at which participants successfully
first achieved the target speed. We consider a particular target
speed as "achieved" when the user balances the speed first
above the target speed and then lowers it back. Note that for
this measurement, we only take into account the initial instance
when the speed is acquired. For this DV, we establish the hy-
pothesis Hy: The position at which users achieved the correct
target speed differs across the visualizations and target speeds.

Speed overshooting The degree to which participants exceeded the
target speed before achieving it correctly, as error rate. This
variable offers insights into how participants controlled their
speed based on the different visualization cues. Since line trac-
ing activities can require high-precision speeds, overshooting
can cause problematic situations where users are temporarily
faster than what is allowed for that specific activity. To calcu-
late the amount of overshooting caused by the visualizations,
we measure the highest value of the tool speed from the start of
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the line until the target speed is first acquired. When the target
speed was not acquired, the speed never reached the correct
value, which implies no overshoot was present. We formulate
the hypothesis H3: There is a difference in speed overshooting
between target speeds and visualizations.

Drawing & tool displacement We are interested in seeing the to-
tal displacement of the tool compared to the line as an error
rate since users were required to balance the tool while ac-
quiring the correct speed. For every single drawing position,
we determine the distance to the projected point in the middle
of the line. We are also mostly interested in seeing the total
distance away from the center, which means we take the ab-
solute value of this distance (negative values will not balance
out the positive). Note that this position does not consider the
depth of the tool since the drawing position is always aligned
based on the depth of the line. We will look at the difference
in depth of the tool compared to the projected point on the line
to be drawn as a separate metric. We formulate hypothesis
Hy: There is a difference in drawing and tool displacement
between visualizations.

Perceived usability We collect several measurements to gauge par-
ticipants’ perceptions of usability. Users have to rate every vi-
sualization with the System Usability Scale (SUS) and NASA-
TLX questionnaires after completing all lines for a particular
visualization. We also questioned for every line they have to
draw how they perceived the drawing accuracy, speed accuracy,
distraction caused by the visualization, and overall understand-
ability of the visualization. Finally, at the end of the study,
we asked the participants for a final preference ranking of the
visualizations. For this measurement, we formulate the final
hypothesis Hs: There is a difference in perceived usability
between visualizations.

4.5 Apparatus

Within our study, we make use of the Varjo XR-3! headset. This XR
headset is a VR headset that contains built-in AR passthrough capa-
bilities and has a 70 ppd (pixels-per-degree) resolution. The Varjo
XR-3 uses Steam VR lighthouses for outside-in tracking, however,
since we require high-accuracy tracking for the pen, we make use of
12 OptiTrack Flex 13 camera’s?, which provide sub-mm accuracy
of the 3D position at 100 FPS (layout of the cameras can be seen
on Figure 3a). To calibrate the OptiTrack environment with the
Varjo system, we utilize a Varjo marker (an inside-out based track-
ing method from Varjo) shown on Figure 3b with several OptiTrack
rigidbodies attached to. The rigidbodies on top of the Varjo marker
frame have been calculated and measured on the sub-mm level to
align the two environments together. At the start of the study, the
Varjo marker is scanned several times, and the position and rotation
are aligned with the OptiTrack environment. This also allows us to

Varjo XR-3:https://varjo.com/products/xr-3/ Last Accessed: 16/08/2023.
2OptiTrack Flex 13: https:/optitrack.com/cameras/flex-13/ Last Ac-
cessed: 16/08/2023.
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Figure 3: Practical setup of our study environment with (a) the
OptiTrack environment and (b) the tools of the user study, including
a 3D-printed pen, a Varjo XR-3 with Varjo Marker, and an example
user carrying out the study.

use a lightweight 3D-printed pen as a tracking tool (seen on the left
of Figure 3b).

4.6 Task

The digital platform and lines that appear within the study are po-
sitioned 10 cm higher than the physical table in front of the user to
force users to keep the pen floating instead of directly touching the
table. Touching the table would cause additional friction depend-
ing on the pressure put by the pen, which makes achieving higher
speeds more difficult (this became apparent during pilot studies). To
properly test the designs for line tracing activity, each participant
had to carry out the following tasks:

1. First, participants must fill in informed consent, listing the
details recorded within the study and approving the data usage.
Afterward, every participant starts with an introduction phase
of two lines they can trace at their own pace.

. They then receive their first visualization and an introduction
line to test the visualization (the introduction line is set to 5
cm/s). When the line is finished, it will turn green to confirm
they finished it, and users are then given four questions they
can answer, from 1 to 5, by using the pen (see Figure 4). These
questions include "How would you rate your drawing accu-
racy?", "How would you rate your speed accuracy?", "How
distracting was the visualization?", "How understandable was
the visualization?". For all questions, except for question three,
a higher value indicates a positive correlation.

. After the training line, users are required to draw five lines
at varying speeds (2 cm/s to 10 cm/s in steps of 2 cm/s), fol-
lowed by the same four questions after every line (Figure 4).
Whenever they are faced with a line, they are asked to stay
as close as possible to the middle of the line while keeping
the speed desired by the system. Users can also trace the line
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from left to right only, to prevent inadequate comparison of
the visualizations.

. After all five lines have been completed, the user will take
a break from using the headset and will be asked to fill in
a questionnaire containing the SUS questionnaire [2], and
the NASA-TLX questionnaire [8], to rate the visualization
they just experienced. We specifically tell them to rate the
visualizations in the context of AR instructions in real-life use
cases with example situations given (e.g., applying silicone at
the correct speed).

. Steps 3 and 4 are then repeated for each individual visualization
(a total of five times for all conditions). The order in which the
speeds appear within the lines is decided based on a 5x5 Latin
Square.

. After the final visualization has been explored, and the ques-
tionnaires are filled in, users are then prompted to rank the
five visualizations from 1 (best) to 5 (worst), and also give a
motivation for this specific ranking.

Visualization
Training

Very Low Neutral Very High
How would you rate your drawing accuracy?
How would you rate your speed accuracy?
Notatall Neutral

How distracting was the visualization? B 2 s 4
How understandable was the visualization? 1 2 3 4

Highly

Figure 4: Questions asked after tracing each line; a rating can be
given from 1 to 5.

5 RESULTS

Our study primarily focuses on the metrics shown in Figure 1. That
is, the general speed difference between the target speed and the
actual conducted speed, the distance at which the target speed is
achieved, and the amount of overshooting upon reaching the correct
target speed. Aside from the speed metrics, we are also interested in
the users’ perceived usability of the instructions and the magnitude
of displacement the instructions might have caused.

To equalize the results across all participants (i.e., the same
amount of data points across the line), we split the target line of
60 centimeters into segments of one millimeter and calculate the
mean tool speed of each participant within these segments (this en-
sures 600 data points for every participant, one for each millimeter
segment), before calculating individual measures.

5.1

A representation of the mean speed for every visualization (per cen-
timeter for clarity) can be seen in Figure 5. At first glance, we notice
that as the target speed increases, the difference in speed between
the visualization methods also increases (particularly between the
Orb-Line and all others and between the indicators and the graph).
Meanwhile, for target speed 2 cm/s, the G-Pen and G-Line visual-
ization speeds tend to stay above the target speed, while for target
speeds above 4 cm/s, they tend to stay below. When running the
Shapiro-Wilkinson normality test for all speed differences, we find
that the I-Pen, I-Line, and Orb-Line are not normalized under all
target speed conditions. Since not all visualizations contain normal-
ized data, we test for significance using the Friedman rank sum test

Speed Difference
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Figure 5: Plot of the average speeds obtained at each centimeter along the line for every visualization, categorized by different target speed
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Figure 6: Plots for all target speeds and visualizations of (a) the
location on the line the target speed had been acquired (right side is
the amount of users that did not achieve the target speed), and (b)
the amount of overshooting when acquiring the target speed.

and use the pair-wise Wilcoxon post-hoc test (with Holm correction)
to get the effect sizes. The complete results of the tests, including
the effect sizes, are written in Table 2 in Appendix A. In general,
the Friedman test reveals a significance in speed difference in all the
target speeds. Comparing the visualizations individually, we find
that target speed 4 cm/s is the only target speed with no statistical
difference between the visualizations. We also see an overall sig-
nificance between the Orb-Line and all other visualization methods.
Consequently, we reject the null hypothesis of H; for the combi-
nation of all target speeds and for all target speeds not equal to 4
cm/s, which implies the results are statistically significant. For the 4
cm/s, we accept the null hypothesis of Hy, indicating no statistical
difference in speed between the visualizations at target speed 4 cm/s.

5.2 Achieving Target Speed

Figure 6a shows a mapping of the distance where the target speed
is achieved. Note that for each target speed, there have been times
when users were not able to reach the speed correctly (the right
column of Figure 6a shows the number of participants). The data
entries in which the user did not achieve the correct speed for a
specific visualization were excluded from the plot. This was done
to avoid the inclusion of outliers that could arise depending on the
distance at which these entries would be placed. We can notice that
in the case of 2 and 4 cm/s target speeds, the visualizations had
very similar performances. However, at all higher target speeds,
the gap in distance between the visualizations continues to increase.
In particular, the Orb-Line visualization is continuously first for
every target speed condition, which corresponds to the results seen
in Figure 5.
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When testing the acquired position data of each visualization for
normality, for the target speed of 10 cm/s, all visualization conditions
are normally distributed. For 2, 4, 6, and cm/s, at least one of the
visualizations is not normally distributed. For all target speeds other
than 10 cm/s, we conduct Friedman’s test to check for significance
within the data (since not all visualization methods are normally
distributed). This reveals a statistical significance on the acquired
position data for the target speed of 8 cm/s (Table 3 in Appendix A
shows the complete results with the post-hoc Wilcoxon tests), and
barely not for 6 cm/s (32=9.05, p=0.05986). The post-hoc tests for
target speed 8cm/s show a significance between the Orb-Line and all
other visualizations. All calculated effect sizes for these significant
statistics were large.

Since we can assume normality for all visualization conditions
on 10 cm/s target speed, we also test the sphericity (using Mauchly),
which showed that the data was spherical (p=0.88595). We run the
one-way repeated measures ANOVA for target speed 10 cm/s and
choose to set the missing values (participants who did not achieve
the speed) to the end of the line (distance of 60 cm), where the
results imply a highly significant difference. To get a full overview
of the differences within the 10 cm/s target speed acquisition, we run
the pairwise t-test. The full results of the ANOVA and t-test can be
seen in Table 4 in Appendix A. This yields a significant difference
between the Orb-Line condition and all other visualizations and a
significant difference between the I-Line condition and the G-Line
or G-Pen conditions. We reject the null hypothesis of H; for target
speeds 8 cm/s and 10 cm/s, which implies a significant difference
in when the target speed is acquired. However, we accept the null
hypotheses of H, for the target speeds 2, 4, and 6 cm/s, meaning no
difference in acquiring the target speed.

5.3 Overshooting

The median and the first and third quartiles for all the overshooting
measurements per visualization and target speed can be seen in
Figure 6b. At first glance, we notice the Orb-Line condition to have
a higher overshoot for conditions 4, 6, 8, and 10 cm/s.

When conducting the Shapiro-Wilkinson test for the overshooting,
we could not identify any target speed for which all visualization
entries are considered normally distributed. As a result, we conduct
Friedman’s test to check for significance within the overshooting
data for every target speed. All target speeds had a significant differ-
ence in overshooting between visualizations, so we ran the Wilcoxon
test for every target speed and for all target speeds combined (full
results found in Table 5 in Appendix A). For target speed 2 cm/s,
there are no significant differences found between the individual
visualizations. For 4 cm/s there is a significant difference between
the Orb-Line and the G-Line conditions. For 6 cm/s, 8 cm/s, and
for the overall comparison, there is a significant difference in over-
shooting between the Orb-Line condition and all other visualizations.
For 10 cm/s, there is a significant difference between the Orb-Line
condition and the I-Line and I-Pen conditions.
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Figure 8: Median, first quartile and third quartile showing for each visualization (a) the results of the Likert-scale questions asked in the study,
(b) the scores of the System Usability Scale (on 100), and (c) the ranking score of each visualization (1=best, S=worst).

All the effect sizes found for the overshooting differences can
also be categorized as large effect sizes. As a result, we can safely
accept the null hypothesis H3 for target speed 2 cm/s, and accept the
alternative hypothesis Hj for target speeds 4, 6, 8, and 10 cm/s, but
also for the combined target speeds.

5.4 Drawing & Tool Displacement

After running the Kolmogorov-Smirnov test for the drawing and tool
displacements, we find that all data can be assumed to be normalized
for the drawing displacements but not for the depth of the tool. We
use repeated-measures ANOVA to calculate the statistical signifi-
cance of the drawing displacements. For all the target speeds, we
find no statistical significance, which implies the drawing displace-
ment to be non-significant across the visualizations (lowest p-value
was 0.0537 for target speed 8 cm/s). Also the overall drawing dis-
placement across all target speeds was non-significant (p=0.0611).
For the tool depth, we carry out Friedman’s rank sum test and found
no statistical significance between the visualizations for any target
speed (all p-values > 0.14). Since there was no statistical evidence
for either the drawing distance or the depth of the tool, we can
safely accept the null hypothesis of Hy that there is no difference in
drawing and tool displacement between the visualizations.

5.5 Perceived Usability

The results of the NASA-TLX can be seen in Figure 7, and the
results of the SUS questionnaire are in Figure 8b. For the SUS
questionnaire, the Orb-Line had the highest perceived usability score
(M=86.25, sd=15.57). After the study, we also asked the participants
to create a ranking of the visualizations from best to worst (1=best,
S=worst). The ranking results can be seen in Figure 8c, where the
Orb-Line condition had the best rating (M=1, sd=1.56) and was
selected first twelve times. Interestingly, the G-Line condition was
selected first four times (second place in terms of the amount of first
picks), with user testimonies explaining that it was the most calming
out of all the visualizations. We can see this relation expressed in the

SUS as well, where the G-Line has the second-highest score (M=80,
sd=16.91). However, this visualization was also picked last the most
(together with the G-Pen condition, both seven times).

Running the Kolmogorov-Smirnov normality test on the SUS
scoring, we notice the dataset to be considered normally distributed.
We test the SUS score dataset on sphericity using Mauchly’s Test
for Sphericity, which implied that sphericity can not be assumed
(p=0.04604). To adjust for the sphericity, we run the Greenhouse-
Geisser and Huynh-Feldt Corrections (£€=0.67248), which corrects
our SUS scores and implies a significant difference (F(4,76) to
F(2.69,51.11), p=0.0038). For the NASA-TLX results, we found
that the distribution of questions was not normally distributed. After
testing the significance of the question results with Friedman, we find
a significant difference in the "Mental Demand" and the "Temporal
Demand" questions. However, after running the Wilcoxon test, we
find no significance between the individual visualizations for the
two questions (full results see Table 6 in Appendix A).

The rankings and the scores for the different questions also appear
to be not normally distributed (according to the Shapiro-Wilkinson
test). As a result, we use the Friedman rank sum test to test for
significance. We find no significance for all the questions except
for question 4, "How understandable was the visualization?". We
also find a statistical significance for the ranking between the vi-
sualizations using Friedman. After running the Wilcoxon test for
both measurements, we find a significant difference for question
4 between the Orb-Line and the I-Line, G-Pen, and G-Line condi-
tions and no statistical difference between the visualizations for the
ranking (full results see Table 6 in Appendix A).

Based on the statistical significance we found in the overall
NASA-TLX, overall ranking, SUS questionnaire (individually), and
question 4 regarding "understandability", we can safely reject the
null hypothesis of Hs, and accept the alternative hypothesis Hs, im-
plying a difference in perceived usability between the visualizations.
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5.6 Participant Testimonies

Since users were asked to apply the "think-aloud" protocol, several
comments were made throughout the study. For the indicators (I-
Pen/I-Line), participants mentioned the switching between red and
green (caused when being unstable around a target speed) to be an-
noying during the activity. Half the participants also mentioned that
they would only use the colors of the indicators to understand what
should happen, not the orientation of the arrow. Participants also
mentioned the graph visualizations (G-Pen/G-Line) to be distracting
since they had to look out for small adjustments within the visual-
ization. The Orb-Line had the highest ranking, with participants
mentioning it was "very easy and intuitive, you just have to follow
it". However, users that did not prefer the visualization mentioned
that "the start goes too fast to follow, so it becomes hard to keep up",
which is a problem specifically occurring at higher target speeds.

When the visualizations requested higher target speeds, partic-
ipants would mention that they physically could not achieve this
speed but would still achieve them when the Orb-Line visualization
showed it. Almost all participants (except for two) would also try
to catch up to the orb the moment it leaves, causing an initial in-
crease in speed and allowing them to follow the speed afterward.
According to many participants, the other visualizations allowed
them to be more relaxed during the activity since they would al-
ways consider the user’s current state instead of forcing them into
one, which gives them more flexibility. The graph visualizations
(G-Pen/G-Line) were specially mentioned to be forgiving since users
felt at times that it was okay to have the lines close together but not
perfectly matching, causing them to stay at a more comfortable pace.
Interestingly, question two on Figure 8a also shows that participants
felt they achieved the correct target speed, which could be related to
the visualization giving lower pressure to perform.

6 DiscussiON & FUTURE WORK

The goal of our study was to explore the effectiveness of differ-
ent visualizations for motion-based guidance in a line tracing task.
Specifically, our study aimed to investigate the effectiveness of five
different visualizations for speed control in line tracing and to iden-
tify the most efficient visualization for this task. As seen in section
5, there have been several significant findings during our study. The
Orb-Line condition has repeatedly been shown to be the most effi-
cient at making users acquire the correct speed, keeping the correct
speed, and in terms of overall usability. The findings of our study
gave an indication that when the visualization does not adapt to the
user performance for guiding them toward the correct speed, better
results could be acquired. From the testimonies of the users, they
mentioned that the other instructions gave them "less pressure to
perform”, while the Orb-Line instruction was more demanding to the
users. The results could also be in part due to the Orb-Line visual-
ization giving "more clarity" to what is expected. Future studies will
have to confirm these findings and see how much user performance
adaptation is required.

Although the Orb-Line visualization outperformed all other visu-
alizations, there are still a few problems with this concept, mainly
due to the overshooting it causes. Since user reaction is always
delayed, at a fast target speed, the orb will have traveled a further
distance. This causes many participants to go way past the target
speed at the start of the line and incurs a significant speed overshoot
(seen in the significant results). To avoid these issues, there are
methods that could be considered for future work. One method
would be to let the orb start together with the user and gradually
move it toward the target speed based on the general practices of
the activity. Another option is to introduce a countdown for the
start of the activity and preview the orb speed once before the actual
execution, to inform users beforehand of the correct target speed.
These suggestions should still be confirmed and explored further in
future works.
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For the NASA-TLX results and the ranking, while a statistical
difference was present across all visualizations, no significance
was found between individual visualizations. This implies that
the exact relations need to be explored further in future studies,
potentially with a higher sample size, to verify whether there are
differences to be found. We also noticed that the indicators (I-
Pen/I-Line) outperformed the graph visualizations (G-Pen/G-Line)
in terms of speed difference for 2 cm/s, 8 cm/s (only I-Line), and
10 cm/s. One could assume that, for the design of the instructions,
showcasing continuous data might be less valuable compared to
directly indicating the action required, because users found the
graphs too distracting. However, other visualizations would need to
be explored to confirm these findings (Orb-Line was also continuous
and more preferred). Making the binary indicators (I-Pen/I-Line)
more gradual (e.g., increasing or decreasing the arrow sizes based
on how much adaptation is required) could give different results for
the set continuity. While slightly more users preferred the conditions
that were presented on the line (I-Line/G-Line) compared to those on
the pen (I-Pen/G-Pen), the performances of the two locations were
nearly identical. The Orb-Line was most preferred and also present
on the line, however, the reasons for preferring this visualization was
primarily due to its non-user-based nature. Hence, more research
will have to explore whether there are other effects to be found when
presenting instructions at either of the locations.

The current study is also limited to following a straight line
that does not change and does not include any curvatures or other
variations. Within the design of our research, we considered adding
curvature to the lines to study these effects. However, there were
still too many gaps that first had to be answered in terms of speed
acquisition for straight lines, which we tried to cover here. Future
work should look at more variations and curvatures within the lines
to study how the effects of the visualizations scale for other line

types.

7 CONCLUSION

Our study contributes to the design of effective AR guidance visual-
izations for line tracing tasks. We identified three main aspects in
our design: visualization location, user adaptation, and continuity.
The results indicated that the demonstration on the line was the most
effective visualization for motion-based guidance in terms of speed
accuracy and the distance the speed was acquired at, at the cost of
a larger speed overshoot at the start of the line tracing task. It is
also important to consider the target speed to acquire since visual-
izations achieve different results for each target speed individually.
These findings have important implications for the design of AR
guidance for motor skill activities. By identifying the most effective
visualizations for guiding users through a line tracing task, we can
apply these insights to other motor skill activities that involve similar
movements. This can help improve the design and implementation
of AR guidance to assist users in learning and performing motor
skill tasks more quickly and accurately while minimizing the risk of
errors.
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