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ABSTRACT

Extended Reality (XR) technology has matured in recent years,
leading to increased use of XR simulations for prototyping novel
human-centered interfaces, approximating advanced display hard-
ware, or exploring future user experiences, before realising them in
real-world scenarios. However, the validity of utilizing XR proto-
typing (XRP) as a method for gathering performance data on novel
user experiences is still underexplored, i.e, it is not clear if results
gathered in simulations can be transferred to a real experience. To
address this gap, we propose a validation framework that supports
establishing equivalence of performance measures gathered with real
products and simulated products and, thus, improve ecological valid-
ity of XRP. To demonstrate the utility of the framework, we conduct
an exemplary validation study using a Varjo XR-3, a state-of-the-art
XR head-mounted display (HMD). The study focuses on steering
a small drone and comparing it to interactions with its real-world
counterpart. We identify functional fidelity, i.e., functional similarity
between real and simulated product, as well as simulation overhead
from wearing an HMD as major confounding factors for XRP.

1 INTRODUCTION

Extended Reality (XR) technology for creating Augmented Real-
ity (AR), Mixed Reality (MR)1 and Virtual Reality (VR) user expe-
riences and applications has matured over the last years, leading to
XR simulations of real-world scenarios being increasingly utilized
in the research community for prototyping novel human-centered
interfaces for MR [18, 25], approximating advanced display hard-
ware that is not yet available [62], or imagining future use cases [67].
XR also has a long tradition of being utilized in various stages of
the product design and product development process [5, 13]. Es-
pecially in early stages of design and development processes, XR
simulations can serve as a valuable foundation to gather feedback
from other designers and end users. However, only few attempts
have been undertaken to explore the potential of Extended Real-
ity Prototyping (XRP) for gathering quantitative performance data
of users interacting with a product [39, 45, 53]. Providing reliable
guidelines for practitioners regarding the suitability of XRP can
further enhance tool sets for research and development and reduce
costs for developing user experiences and products, as quantitative
performance evaluations can be made earlier in the design process.

Previous efforts to validate XRP as a method for performing quan-
titative performance evaluations followed two general approaches.
The first approach isolates specific factors that could potentially
influence the outcome of performance evaluations in simulations,
leading to differences between a simulation and the investigated
real-world use case. Examples are the influence of latency [37],
registration error [11], or visual realism [39]. The second approach
follows a top-down evaluation procedure by recreating complete
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Figure 1: XR Prototyping Validation Study. The performance of a real
drone was compared to a virtual drone in an XR simulation utilizing a
VST HMD (Varjo XR-3) in order to explore the use of XR simulation
as part of a prototyping methodology for evaluating user experiences.
The validation study was designed based on a validation framework in
order to guide the study design and identify confounding factors. As an
additional confounding factor, shelves were introduced as bordering
geometry to increase the perceived risk of users when steering the
drone, which in turn should influence task performance.

scenarios of a product or user experience as XR simulation and,
ideally, comparing it against the corresponding real-world scenario.
This top-down approach that compares against a real-world ground
truth was utilized, for instance, to explore the use of VR to evalu-
ate user behavior for public displays [41], flight deck interaction
in a plane [3], or situated visualizations in MR [75]. However,
while previous work demonstrated that useful qualitative feedback
can be gathered with XRP [27], the ecological validity and, thus,
transferability of the quantitative results from the simulation to the
real-world scenario is still underexplored.

In this paper, we present a framework that aims at providing struc-
ture to the systematic validation of XRP in order to explore its po-
tentials and limitations for evaluating products and user experiences,
especially with respect to quantitative performance measurements.
Our framework is applicable to various user experiences: physi-
cal products that users can directly interact with (e.g., car cockpits),
completely virtual user interfaces (e.g., adaptive MR user interfaces),
or a mix of both physical and virtual (e.g., MR visualizations for
maintenance support). We focus on the top-down approach for vali-
dating XRP where interactions with an existing real-world artifact
are compared against interactions with an XR simulation of this arti-
fact. The optimal outcome of validation studies is that quantitative
performance measures of both real-world and simulated use case are
equivalent, thus, demonstrating absolute validity of the results [9,77].
Another useful result of a validation study is demonstrating relative
validity, which means that statistically significant effects and order
relationships between evaluated conditions in a simulation and in
the real scenario are the same. Being able to demonstrate absolute
or relative validity of performance measures would determine the
value of XRP for early evaluations of new user experiences. After1We will use the term MR to describe both AR and MR.
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defining a framework for validation studies, we instantiate a study
design from this framework and perform an exemplary validation
study using state-of-the-art XR technology (Varjo XR-3). We base
our use case on an indoor drone as an existing real-world product
and designed a study that takes into account potential confounding
factors. While steering a drone is a straightforward and apparently
simple use case, the virtual XR simulation of drone behavior already
presents a complex use case to explore the boundaries of XRP.

In summary, we make the following contributions:

• A first attempt at a framework for guiding the validation of
XRP for user experience development that allows researchers
to systematically design, analyze and discuss validation studies
with the goal to explore the utilization of XRP for quantitative
performance evaluations in early stages of the design process.

• An exemplary instantiation of a validation study to demonstrate
the application of the framework utilizing a real-world drone
as use case.

• We demonstrate the influence of confounding factors of simula-
tion overhead and product behavior (i.e., functional fidelity), as
well as a potential influence of controlling a virtual simulation
compared to controlling the real product in terms of perceived
risk that may influence user behavior.

2 RELATED WORK

In the following, we describe previous work that utilized XR simu-
lation to evaluate user experiences, but did not demonstrate ecologi-
cally validity, and previous work that performed validation studies
by comparing the simulation against its real-world counterpart.

2.1 XR Simulation Studies
XR simulation has been utilized in various contexts to provide fast
and cost-efficient design iterations, to study human behavior in a
safe and controlled environment, or to evaluate and prototype novel
systems without considering current technical limitations and before
deploying them in real-world settings. For instance, product design
research explored the use of XR to not only simulate the appearance
of products, but also to allow usability evaluations in early design
stages where detailed physical prototypes are not yet available. Bar-
bieri et al. [5] utilized MR to overlay visual designs over a physical
proxy of a household appliance so that users could interact with
early designs. Bruno et al. [13, 14] simulated functional behavior of
household appliance in combination with MR prototypes.

The use of XR simulation also has a long tradition in HCI re-
search as novel concepts can be presented and evaluated without
potential limitations of state-of-the-art technology [62], or the need
of performing complex field studies. XR simulation also allows cre-
ating the same experimental conditions across participants. Hence,
XR simulation has been utilized to prototype and evaluate advanced
adaptive user interfaces for MR [18, 40], novel authentication pro-
cedures [44, 74], or MR guidance visualizations for industrial main-
tenance [16]. Furthermore, complex technological solutions that
require extensive effort to implement, such as user-perspective ren-
dering [6], and shared interactive spaces utilizing various technolo-
gies [31], have been efficiently prototyped and explored in simu-
lations. Social contexts that influence user behavior, e.g., when
placing virtual information in public [50, 56], have also been part
of simulations, as well as the simulation of complex and potentially
dangerous outdoor environments to explore MR visualizations in
urban environments [70], or the use of augmentations to improve
situational awareness of pedestrians [32, 43].

However, while previous work explored the use of simulation for
prototyping novel interfaces and products [5,31], or demonstrated
general feasibility of novel solutions [25, 43], the question of eco-
logical validity remains, i.e., to what degree the results gathered in
XR simulations are transferrable to real-world scenarios.

2.2 XR Validation Studies
Previous work has attempted to identify the potentials and limita-
tions of XRP to determine the degree of ecological validity of results
gathered in simulations. Research has investigated the effect of
various simulation parameters such as latency [11, 37, 38, 55] or reg-
istration error [11,61], or attempted to replicate real-world scenarios
in XR [20,27,57]. Ideally, the result of a simulation in the context of
XRP is compared against the real-world scenario [71, 75] to provide
conclusive evidence of the ecological validity of gathered results.

Bruno et al. [15] explored the use of XRP in a participatory prod-
uct design process that involved usability testing of products. As part
of their investigation, they compared interacting with a simulated
product in VR against interacting with the real product and demon-
strated the feasibility of XRP for usability testing. While general
feedback was similar between virtual and real product, VR interac-
tion performance was worse due to technical limitations. Recent
work by Faust et al. [26] and Min et al. [53] utilized XRP to create
prototypes for electronic devices and compared these prototypes
against real product interactions. Similar to Bruno et al. [15], they
determined that while qualitative feedback appeared to be the same,
performance measures differed across real and virtual conditions.
However, Faust et al. [26] demonstrated that for both virtual and real
product, performance scaled with task difficulty, indicating the same
relative effects between simulated and real scenarios. Furthermore,
they noted that the technology appears to impact user feedback, as
the MR condition was “fascinating” for users.

Voit et al. [71] explored the use of XRP for smart artifacts and
compared XR against real conditions. While qualitative feedback
was similar between conditions, the results of standardized question-
naires differed. Similar to Faust et al. [26], they speculated that the
nature of the technology influenced results, e.g., due to the novelty
effect, or technical limitations such as a small field of view of MR
devices. Weiß et al. [75] performed a similar validation study in the
context of situated visualization and also found similar qualitative
feedback, but performance measures differed between conditions.

XRP validation studies were also performed in other contexts,
and found similar results in terms of user feedback and performance
differences between real and XR conditions. Examples include
flight deck interaction in a plane [3], in-vehicle interaction in a
car [59], human locomotion analysis [1], pedestrian crossing behav-
ior [65], map navigation [64], interacting with public displays [41],
visual search tasks in MR [39], and exploring novel authentication
methods [45, 46]. Performance differences between real and XR
conditions are often attributed to technical limitations such as low
resolution displays leading to legibility issues when using a VR
head-mounted display (HMD) [3, 59, 64], or issues with the utilized
tracking methods that can lead to inaccurate user input, e.g., when
using hand or eye tracking [45]. XRP validation studies may suffer
from a misalignment between real and XR conditions, when user
input differs between conditions (e.g., interacting with controllers
instead of real hands [41]), the user’s behavior is not translated
correctly to the XR simulation (e.g., when a walking in place naviga-
tion is used for locomotion, but it is not adjusted to the user’s actual
speed in the real world [1]), or the behavior of the simulation does
not correspond to the real-world counterpart (e.g., when the utilized
vehicle behaves differently in both conditions [59]).

Hence, real and XR conditions were often not aligned, leading
to potential confounding factors influencing the user’s performance
in XR. Therefore, we present a framework for validation studies
for XRP that guides researchers to facilitate the identification of
confounding factors to improve the ecological validity of XRP.

3 FRAMEWORK FOR DESIGNING XRP VALIDATION STUDIES

To validate XRP, our framework for validation studies aims at creat-
ing as realistic as possible user experience simulations and scenarios
and comparing them against the real-world counterpart. In the fol-
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Figure 2: XRP Validation Studies. The framework structures com-
paring real-world user experiences against XR simulations. The
simulation must represent all components of the user experience:
environment, user, product control and the product itself. The frame-
work is based on the Human-VE interaction loop [10,54] and indicates
the various fidelity types and their location in the framework. Aside
from fidelity differences, simulation overhead also introduces con-
founding factors influencing the user’s performance. The goal is to
determine absolute validity , where real and simulated experience
lead to equivalent results, or relative validity , where effects and order
relationships of results follow the same patterns.

lowing, we discuss requirements of the simulation based on various
fidelity concepts in order to provide a framework for researchers
and practitioners to validate and utilize XRP. We also discuss ex-
pected outcomes and their impact. Fig. 2 provides an overview of
the framework. As the framework is generally applicable to various
simulation scenarios, we provide an exemplary instantiation of the
framework in a case study described in Section 4. Note that the pre-
sented XRP validation framework does not consider projector-based
systems such as CAVEs [19] or spatial AR [8] and focuses on HMD
hardware as widely available simulation technology.

3.1 Simulation Fidelity

We utilize the concept of fidelity that in various contexts describes
the “realness” of a simulator component [2, 48, 49, 54, 63]. We fol-
low Muender et al. [54] and utilize the Human-VE interaction loop
concept proposed by Bowman and McMahan [10] to distinguish be-
tween necessary system and fidelity components for XRP validation
studies. We focus on visual fidelity, audio fidelity, haptic fidelity as
well as interaction fidelity as the basis of the discussion. We also
add functional fidelity [2] to represent the simulated behavior of the
product itself. We also integrate simulation overhead that potentially
influences user performance of XR simulations [41, 71, 75].

We identify four basic components to set up a simulation environ-
ment for XRP validation studies: (1) the product representing the
investigated artifact, (2) the product’s environment, (3) the prod-
uct’s controls, and (4) a user representation. For a complete VR
simulation, for all these components, digital representations must
be created. Hence, ideally, the real-world product, controls and
environment are digitized to create scenarios that are directly com-
parable to the real-world counterpart. However, due to technological
limitations, instead of creating complete virtual representations, com-
ponents may also be realized partially or fully utilizing real-world
proxies. For instance, instead of putting efforts into recreating a
highly realistic VR environment, MR technology could be utilized
instead so that the virtual product can be overlaid over the available
real-world environment representing its target scenario.

Visual Fidelity. We discuss visual fidelity based on the utilized

XR simulation technology: using VR HMDs, a complete digital
representation of the real-world scenario must be created, while with
MR HMDs a mix of real and virtual content can be utilized. MR
may be more feasible to achieve, as parts of the real world can be
integrated into the simulation. However, while controls, environment
and user may be (partially) real, the product itself is ideally purely
virtual as it is not supposed to exist yet.

For a VR simulation, real-world products and target environments
need to be digitized, using a combination of photogrammetric re-
construction and manual post-processing, or manual recreations. If
working with companies, researchers can potentially utilize avail-
able digital 3D versions of products. In the future, NERFs [52]
could be a feasible solution to recreate photorealistic digital versions
of products and environments. In a VR simulation, also the user
needs a digital representation as previous work has demonstrated
that the user’s perception in VR changes with the embodied virtual
avatar [72]. Product controls also need a digital representation. Con-
trols can take many shapes, such as physical buttons integrated into
products [3, 69], touch displays [41], or additional handheld devices
such as tablets [4, 31]. While it may be straightforward to reproduce
controls in a simulation, the simulation hardware must ensure that
users can read and understand the controls. Until recently, MR and
VR HMDs did not offer a sufficiently high resolution to faithfully
reproduce legible controls [3, 57]. With the advent of retina resolu-
tion displays (e.g., Varjo XR-3), legibility of virtual content such
as text on control panels significantly improved, avoiding potential
perceptual issues that negatively impact XRP performance.

When relying on an MR simulation, the real target environment
could be utilized for validation studies, i.e., no visual digital rep-
resentation is necessary. However, when using MR, parts of the
environment still need to be digitized to create a visually coherent
integration of the virtual product simulation. For instance, the light-
ing situation should be considered for correct shading of virtual
content, and shadow generation [42] as these are important depth
and shape cues. Furthermore, in MR the real-world requires a digital
representation so that occlusions between real and virtual parts of the
scene can be modelled correctly to provide another important depth
cue [12, 33], and the product and the environment can physically
interact. The MR simulation has to ensure that the user has a digital
representation that creates correct occlusions with the virtual product
for depth cues to work correctly [33]. Visual artifacts (e.g., incorrect
borders of user’s body) may negatively impact XRP performance.

Haptic Fidelity. To reduce confounding factors, the haptic
feedback ideally resembles the anticipated real haptic feedback. The
perfect haptic feedback system would encompass an exoskeleton
to provide precise force-feedback for all body parts of the user so
that all kinds of input methods can be simulated. A more feasible
approach could model haptic feedback specifically for the input
methods of a product, e.g., by recreating control boards resembling
the real counterpart [47]. Furthermore, existing input methods (e.g.,
tablets) can be directly integrated into the simulation to provide the
correct haptic feedback [4, 45]. Haptic feedback can also be more
unspecific and consist of vibrotactile feedback, or passive feedback
from haptic proxies [28] that approximate the real shape of the
product. For a more detailed discussion on haptic fidelity, we refer
to Muender et al. [54]. For initiating research on validation studies,
we argue that the haptic feedback should closely resemble the real
world use case in order to avoid confounding factors.

Audio Fidelity. Product, environment, and controls make spe-
cific sounds and provide auditory feedback that can potentially in-
fluence user performance. For instance, auditory feedback supports
the detection of machine faults [36], serves as feedback for control
elements [3, 36], or supports the estimation of performance charac-
teristics, such as the speed of a vehicle [30, 51]. The effect of sound
also has to be considered with respect to VR simulations as virtual
ambient sound has been shown to influence the sense of presence of
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users [21], and may be essential for the investigated use case, e.g., a
system to increase situational awareness in urban environments [43].
Furthermore, environmental sounds, i.e., external influences to a VR
simulation, have the potential to negatively impact the users’ sense
of presence [68] and, thus, the simulation experience. Hence, the
influence of sound should not be underestimated in designing and
analyzing XRP validation studies. While current 3D engines provide
sophisticated spatial sound support, reproducing appropriate sounds
of real-world products can be a time-consuming task.

Interaction Fidelity. Interaction fidelity describes the resem-
blance of the utilized input method to the real interaction performed
by a user in terms of physiological and biomechanical parame-
ters [48, 49]. Haptic feedback is an attribute of interaction fidelity as
part of biomechanical response parameters. Therefore, haptic fidelity
also influences interaction fidelity. Ideally, input methods for XRP
resemble the ones of the real-world product to collect representative
data in validation studies. However, simulated controls requiring fine
motor manipulations can be challenging to reproduce [69], as hand
tracking cannot yet capture small motions reliably. Furthermore,
McMahan et al. [49] observed a potential uncanny valley effect,
when input methods are utilized that closely resemble the real-world
interaction, but do not match the real interaction, i.e., which have an
objectively high interaction fidelity, but their performance is worse
than an input method with lower fidelity. Therefore, the integra-
tion of existing input methods such as tablets or controllers [4, 45]
appears to be the most feasible route for validation studies for XRP.

Functional Fidelity. Functional fidelity [2] refers to the degree
to which the virtual product behaves like the real-world counterpart.
This means that manipulating the controls of a product leads to an
outcome representing its real-world operation. Functional fidelity
not only includes the behavior of the product (e.g., speed, latency),
but also its potential effects on the environment (e.g., collisions).
Creating virtual products with high functional fidelity can be a
challenging and time-consuming task. Validation studies could
also rely on existing simulation frameworks, or seek partnerships
with companies that often utilize digital twins of their products for
testing and prototyping. As validation studies will be performed with
specific products and are potentially costly to set up, researchers
should consider how results generalize to other user experiences.

Data Fidelity. In terms of data collection, the measurements
of real-world use case and XRP simulation must be directly com-
parable. For subjective data, measurement methods are typically
the same, e.g., in the form of questionnaires. However, quantita-
tive performance measurements may deviate, because measurement
methods for error rate, accuracy or task completion time (TCT) may
differ between a real product and the simulated product. For in-
stance, when task completion is registered due to a product reaching
a final position, the physical product may require positional tracking
capabilities, while the virtual product is already tracked due to the
utilized XR technology that shows the visual virtual representation.

Simulation overhead. The utilized simulation hardware it-
self introduces confounding factors that can skew the results. For
instance, wearing HMDs for the XR simulation adds weight to
the user’s head impacting ergonomics and, thus, potentially perfor-
mance [34, 58]. Current technology also induces perceptual issues
due to the vergence-accomodation conflict [7], influences depth
perception [60], or users may be prone to simulator sickness [73].
Validation studies should make the best effort to control for these
confounding factors and should acknowledge these with respect to
the gathered results. However, validation studies may also show
that their adverse effects on performance may be negligible when
considering the overall performance of a virtual product.

3.2 Expected Outcomes

Simulator research differentiates between two outcomes of valida-
tion studies [9,77]: absolute validity and relative validity. Absolute

validity means that the measurements collected in the XR simulation
are equivalent to the ones of the real-world experience, which is the
ideal outcome of validation studies. Relative validity means that
effects found in the simulation follow the same order and direction as
the effects of the real-world scenario, even though their performance
is not the same. For instance, two interaction methods perform
relatively the same in the XR simulation and the real scenario.

Absolute Validity. To provide evidence for successful appli-
cations of XRP, validation studies must prove statistical equiva-
lence [35, 39] between XR and real-world conditions. However,
absolute validity for objective and subjective measurements is hard
to achieve as performance differences between XR simulation and
the real scenario are often influenced by confounding factors intro-
duced by simulation overhead, such as inaccurate tracking [45], or
issues with legibility [3]. Furthermore, study conditions between
XR and reality often deviate in other fidelity parameters such as
interaction fidelity, or haptic fidelity [41]. Hence, previous work on
XRP mainly found similar user feedback for XR and real scenar-
ios [26, 75], but not for objective performance criteria.

Relative Validity. While absolute validity is hard to achieve,
relative validity may be a more likely outcome of validation studies.
Interestingly, previous work on validation studies for XRP has rarely
considered demonstrating relative validity. One example is Savino et
al. [64] who compared phone and map navigation in a real and virtual
environment. Another example is Mathis et al. [45] who compared
different input modalities for an authentication task. Both could not
demonstrate full relative validity, potentially due to differences in
fidelity levels between XR simulation and real scenario.

4 CASE STUDY: DRONE SIMULATION

We designed an exemplary validation study with a real user experi-
ence based on the presented XRP validation framework. We utilized
the framework to identify and control for external influences, e.g.,
by performing the study in a small room with controlled light setup.
Increasing the environmental complexity would have introduced
more confounding factors that would have made it harder to inter-
pret the gathered data of the validation study. We decided on the
use case of remote controlling a small indoor quadcopter drone as a
real-world product that users can interact with. We chose a drone for
several reasons. First, drones are readily available and, therefore, the
validation study can be reproduced by related work [29]. Second,
the drone simulation is also sufficiently complex to explore the con-
founding factor of functional fidelity in the experiment. Third, from
a user’s perspective, the controls of a drone as well as its behavior
are straightforward to understand and learn. Fourth, as users may
perceive a flying drone as fragile, the use case enables us to explore
the potential confounding factor of perceived risk of damaging a
controlled product, e.g., when flying into bordering walls in the en-
vironment (Fig. 5). In the following, we provide an overview of the
study design, which allows us to discuss design decisions, fidelity
levels and potential confounding factors of the study based on the
XRP validation framework.

4.1 Study Design
We designed a within-subject user study to explore the ability of XR
simulation to replicate a real-world scenario, in our case flying a
drone. We had two independent variables: fidelity and border.

Fidelity had three conditions: a reference condition where par-
ticipants perceive and interact with the real-world (REAL) drone;
a mediated (MED) condition, where participants perceive the real-
world scenario through a video see-through (VST) HMD device; an
XR condition (XRP), where users control a simulated version of the
product using the same XR technology as in the MED condition.
We included the MED condition to isolate the potential confounding
factor of the XR simulation technology influencing users’ behavior
and, thus, user performance. Border had two conditions: a scenario
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Fidelity REAL MED XRP
Visual Product real drone real drone mediated through VST

HMD
virtual MR drone; shading and shad-
ows based on real env.

Control real gamepad real gamepad mediated through VST HMD
Envir. real environment real environment mediated through VST HMD
User real user real user mediated through VST HMD

Haptic only haptic feedback from real gamepad required

Audio real drone audio replicated drone audio adjusting to
virtual drone behaviour

Interaction real gamepad as input method

Functional real drone, restricted to 3DoF, collisions with environment advanced drone simulation, restricted
to 3DoF, collisions with environment

Data Obj. time measurement via real drone sensors; accuracy estimated by experimenter time measurement via virtual drone
position; accuracy estimated by sys-
tem and experimenter

Subj. same measurement method over all conditions

Sim. Overhead none HMD weight, perceptual issues due to VST

Table 1: Fidelity analysis of the three studies conditions. Alignment with the real-world scenario (REAL) is indicated in blue , alignment with the
mediated real-world scenario (MED) is indicated in yellow. Fidelity differences unique to the XR simulation are indicated in red .

that contained no bordering walls (NOB) that could endanger the
drone while flying, or the flight path was enclosed by bordering
walls (BO) that could potentially damage the drone on collision.

Task. The task resembled a Fitt’s law task, where participants
had to navigate the drone to a series of target locations (Fig. 1).
Participants started from a location and navigated the drone to the
next location to land it there. The locations were close to the border
in the BO condition to increase the perceived risk of users.

Data Collection. To support generalization of the validation
study results, the case study included dependent variables that are
typically utilized in performance evaluations of products. Hence,
we measured TCT for each start and landing of the drone, landing
error distance, task load parameters with NASA TLX questions and
task difficulty with the SEQ. We also measured risk perception with
a custom questionnaire, which is the only parameter that is more
specific to the scenario of controlling a drone. After finishing all
fidelity conditions, participants ranked the conditions based on expe-
rienced realism and perceived risk, and the experimenter performed
an unstructured interview. Error was measured by calculating the
offset from the target position at the end of a repetition from the
center of the drone. In the XRP condition, error was measured
automatically, in the MED and REAL condition, the position was
measured manually by the experimenter. To facilitate measurements,
the accuracy measurements are discretized into a fixed set of dis-
tances. Hence, the target location consists of concentric rings spaced
at 2 cm. As backup for measurements, the images through the HMD
and a top-down view from an external camera were captured as well.

Apparatus. For XRP and MED condition, we utilized the VST
mode of a Varjo XR-3 HMD. The drone simulation was imple-
mented in Unity based on existing simulation software2 and runs on
a PC with an NVIDIA GeForce RTX 3080 Ti graphics card, AMD
Ryzen 7 5700X CPU and 32 GB of RAM. To improve replicability,
we provide the drone simulation as open source3. The physical
drone was a Ryze Tech Tello drone. For the accuracy measurement
in MED and REAL we use a Microsoft Azure Kinect DK mounted
at a height of 2.5m. Target locations for the tasks are shown in Fig. 1.
A target consisted of 11 rings, each ring having 2 cm thickness. The
center had a 2 cm radius. The distance between targets was 97cm.

2https://assetstore.unity.com/packages/tools/physics/

yue-ultimate-fpv-drone-physics-231651
3https://github.com/DigitalRealitiesLab/

DroneSimulation

4.2 Simulation Fidelity
While study design already describes the study in a very standard-
ized manner, important fidelity details are missing that need to be
explicitly addressed when performing a XRP validation study. We
utilize the presented framework to support the documentation and
reasoning process. The fidelity analysis is summarized in Table 1.

Visual Fidelity. We relied on a VST MR HMD so that we could
utilize the real-world environment in the XR simulation. The high
resolution VST mode of the Varjo XR-3 ensured high visual fidelity
of control, environment and user. As the user did not interact directly
with the drone, no geometric user representation was required to
model collisions or occlusions. For the environment, an invisible
virtual representation of collision geometry was required in order
to detect collisions between drone and environment, as well as for
receiving virtual shadows. Modelling visual occlusions between
drone and environment were not relevant, as the drone would never
be occluded by the environment. The visual appearance of the virtual
drone corresponded to the real drone (Fig. 1). Furthermore, the
environment light influenced the virtual drone in terms of shading
and shadow casting. Therefore, we controlled the light setup by
using a LUPO Superpanel Dual Color 60 as the single light source
in a darkened room. Controlling the light setup also avoided another
confounding factor, because the VST eye cameras capturing the real-
world scene perform white balancing and brightness adjustments
when the lighting changes. By carefully considering visual aspects
of product, control, environment and user, we ensured high visual
fidelity of XRP, REAL and MED. However, due to the mediation of
the real world via eye cameras in the MED and XRP conditions, the
visual fidelity between those conditions was different to REAL.

Haptic Fidelity. In the study, users did not interact with the
virtual drone directly. Therefore, we did not need to model haptic
feedback. Users interact with the remotely controlled drone via
the handheld gamepad, that is the same in each study condition.
Therefore, haptic fidelity between conditions is equal.

Audio Fidelity. We recreated the drone sound for the virtual
drone, which changes for starting, landing and flying when changing
directions. We rely on spatialized sound provided by the Unity
engine to realistically move the sound source of the drone through
the environment. To ensure similar behavior to the real drone, we
performed pilot tests to adjust the audio output. Therefore, we
achieved a high fidelity for the audio. Audio fidelity is equal between
REAL and MED conditions. However, due to the mediation of
sound through head-phones worn by users, audio fidelity is not equal
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between REAL and XR, respectively MED and XRP conditions.

Interaction Fidelity. As all conditions, i.e., REAL, MED and
XRP utilized the same gamepad as input method for controlling the
drone, interaction fidelity was equal across all conditions.

Functional Fidelity. We based the virtual drone behavior on an
advanced drone physics simulation from a Unity asset and adjusted it
for this type of drone in a series of pilot studies. Pilot studies showed
that the real drone also created air turbulences when approaching
real-world geometry. We approximated this behavior by adding
randomized forces as turbulences to the flight directions of the drone.
Part of aligning real and virtual drone behavior was also fine-tuning
the drone’s reaction to user input. To reduce confounding factors
from an imprecise modelling of the drone flight behavior, we further
restricted the controls of the drone to three degrees of freedom along
the main axes, i.e., rotation and, thus, unrestricted movement was
not allowed. We also animated the drone’s propellers depending
on the speed of the drone, as well as audio output as described
before in the paragraph on audio fidelity. As the real drone would
automatically shut down when colliding with an obstacle too hard,
we also implemented this behavior into the virtual drone. Hence,
when the drone collided with the borders, the drone was shut down
and moved back to the start point using an animation. Overall, we
designed functional fidelity to be high between REAL and XRP, and
MED and XRP. Clearly, fidelity between REAL and MED is equal.

Data Fidelity. Subjective measurements between all conditions
were the same. However, not all quantitative measurements were
captured in the same way. TCT measurement was started with the
button press that launches the drone, measurement was stopped
when the drone touched down on the ground. For the real drone, we
utilized the built-in ground sensor reading. For the virtual drone,
we detected landing when the drone collided with the invisible
virtual ground surface representation. Therefore, start and endpoints
for TCT were measured equally. Landing accuracy was measured
visually by the experimenter. Furthermore, the measurement of
the XRP was supported by the simulation as the drone position in
the simulation space was known. Based on the previous fidelity
analysis, differences in performance measurements could occur due
to differences in functional fidelity, e.g., because of potential speed
differences between virtual and real drone, or due to simulation
overhead, e.g., because the virtual ground surface is not precisely
registered to the real ground surface. Subjective feedback from
participants was collected in the same way, as users had to fill out
questionnaires on a PC without wearing any XR hardware.

Simulation Overhead. The XR simulation clearly introduces
simulation overhead due to the VST HMD. Hence, users perceived
the real world mediated through cameras that did not have the same
resolution as the human eye, had a smaller field of view, were po-
sitioned differently than the user’s eyes and suffered from a small
latency. Furthermore, the ergonomics of the use case changed when
wearing an HMD. We attempted to reduce the impact of changed
ergonomics by seating the participants in the study, so that, e.g.,
the pull of the HMD cable is reduced. We controlled for this con-
found by introducing the MED condition, where users perceived the
real-world use case through the HMD cameras. We expected the
overhead introduced by the HMD to be a main contributing factor
to performance differences. Therefore, we did not expect equivalent
performance between REAL and MED. Due to the study design,
eventual performance differences between MED and XRP could be
attributed to other fidelity parameters of the simulation.

5 EXPERIMENT

Here, we describe the experiment based on the study design pre-
sented in Section 4.

Procedure. The Institutional Ethics Committee of the Salzburg
University of Applied Sciences approved this study. Participants
were recruited via public mail to a university campus. At the time of

the experiment, participants signed an informed consent and filled
out a demographic questionnaire. Participants were instructed that
they could remove the HMD or quit the experiment at any time. The
border condition was counterbalanced, i.e., half of the participants
started with bordering walls (BO), the other half without bordering
walls (NOB). The fidelity condition was counterbalanced using a
Latin Square table. Participants started each condition with training
tasks, where they practiced flying and landing of the drone. The
study started once participants felt familiar with the controls. After
finishing all repetitions for a task, participants filled out SEQ, TLX
and perceived risk questions. After finishing all fidelity conditions,
they ranked the conditions. The process was then repeated for the
second border condition and ended with an unstructured interview.
Participants performed 8 repetitions of the task. Therefore, we
collected 8 (repetitions) x 2 (border) x 3 (fidelity) = 48 data points
per participant and, overall, 1152 data points for all participants.

Participants. 24 participants volunteered (age=28.7 (6.45),
female=8). Participants covered the age range between 19 and 42
years. All participants had normal or corrected to normal vision.
On a scale from one to seven (best), the mean self-rated drone
flying experience was 1.96 (sd=1.68, median=1), the mean self-rated
AR experience was 3.83 (sd=2.1, median=3.5), the mean self-rated
HMD experience was 3.79 (sd=2.34, median=3.5).

Hypotheses. H1. We expected performance differences between
the MED and REAL condition, as the simulation technology in-
fluences the participants’ perception of the real world. H2. We
expected equivalent performance between MED and XRP for the
drone in the NOB condition as participants were equally impacted
by the HMD during interaction and the functional fidelity was suf-
ficiently high. H3. We expected performance differences between
NOB and BO conditions for each fidelity condition due to the in-
creased perceived risk of crashing the drone. H4. We expected
performance differences between MED and XRP in the BO con-
dition, as participants would potentially be more cautious when
interacting with a real-world drone than with a simulated drone [66].

Results. The statistics software R was used, data was evaluated
with a significance level of 0.05. The data residuals did not fulfill
the normality requirement. Therefore, we utilized align-and-rank
transform (ART) [76] tests and follow-up ART contrasts [22] for
post-hoc analysis. The reported p-values are Bonferroni-Holm cor-
rected. Equivalence testing was performed using TOST [35] with a
conservative small effect size boundary of 0.3 due to a lack of com-
parable studies. For each fidelity and border condition, we calculated
the mean over all task conditions for each participant. Descriptive
statistics are summarized as box plots in Fig. 3 and Fig. 4, as well
as the supplemental material. Statistically significant differences
between border and fidelity conditions are presented in Table 2. All
equivalence tests were not statistically significant. Fig. 5 shows error
plots and statistically significant differences of interaction effects. In
the following, the results of testing interaction effects are reported.

ART revealed a significant difference in
TCT (F(2,115)=3.1,p=0.051), contrasts for NOB between
MED and XRP (t(115)=3.8,p=0.002,d=0.5), for BO be-
tween REAL and XRP (t(115)=5.5,p<.001,d=0.4) and
MED and XRP (t(115)=7.1,p<.001,d=0.4), and between
XRP conditions themselves (t(115)=3.2,p=0.010,d=0.7).
ART revealed a significant difference in task suc-
cess (F(2,155)=4.1,p=0.019), contrasts for XRP conditions
themselves (t(115)=3.5,p=0.006,d=0.6). ART revealed a signifi-
cant difference in commitment (F(2,155)=4.2,p=0.018), contrasts
for NOB between REAL and MED (t(115)=2.9,p=0.028,d=0.02)
and between XRP and MED (t(115)=2.7,p=0.046,d=0.4), for BO
between REAL and XRP (t(115)=3.4,p=0.008,d=0.5), and between
the XRP themselves (t(115)=4.8,p<.001,d=0.7). ART revealed a
significant difference in stress (F(2,155)=3.7,p=0.029), contrasts
for NOB between REAL and MED (t(115)=2.9,p=0.031,d=0.08),
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Figure 3: Box plots for each fidelity and border combination. Lines indicate statistically significant differences.

Figure 4: Box plots for fidelity and border conditions. Lines indicate statistically significant differences.

Fidelity REAL vs MED REAL vs XRP MED vs XRP Border

TCT F(2,115)=28.9,p<.001 t(115)=2.2,p=.030,d=0.5 t(115)=5.2,p<.001,d=1.1 t(115)=7.4,p<.001,d=1.5 -

Error F(2,115)=22.9,p<.001 - t(115)=6.5,p<.001,d=1.3 t(115)=5.0,p<.001,d=1.0 -

Mental Dem. F(2,115)=3.4,p=.035 - - - t(115)=3.1,p=.003,d=0.5

Physical Dem. F(2,115)=6.3,p=.003 t(115)=3.1,p=.006,d=0.6 t(115)=3.1,p=.008,d=0.6 - t(115)=2.5,p=.013,d=0.4

Task Pace - - - - -

Success - - - - t(115)=2.2,p=.033,d=0.4

Commitment F(2,115)=5.7,p=.005 t(115)=3.2,p=.005,d=0.7 t(115)=2.5,p=.030,d=0.5 - t(115)=4.8,p<.001,d=0.8

Stress F(2,115)=5.8,p=.004 t(115)=3.1,p=.007,d=0.6 t(115)=2.8,p=.013,d=0.6 - t(115)=4.7,p<.001,d=0.8

SEQ F(2,115)=10.8,p<.001 t(115)=4.3,p<.001,d=0.9 t(115)=3.7,p<.001,d=0.7 - t(115)=4.6,p<.001,d=0.8

Crash F(2,155)=4.3,p=.016 t(155)=2.4,p=.032,d=0.5 - t(155)=2.6,p=.031,d=0.5 t(115)=8.4,p<.001,d=1.4

Table 2: Inferential statistics for fidelity and border conditions. Results of ART and ART contrasts.

and overall between XRP conditions (t(115)=4.7,p<.001,d=0.6).
ART revealed a significant difference in task difficulty
(SEQ) (F(2,155)=8.1,p<.001), contrasts for NOB between
REAL and MED (t(115)=3.9,p=0.001,d=0.3), and between MED
and XRP (t(115)=3.3,p=0.007,d=0.7), for BO between REAL
and XRP (t(115)=4.5,p<.001,d=0.9), and overall between XRP
conditions (t(115)=5.8,p<.001,d=1.1).

6 DISCUSSION

Our validation study design had the goal to identify confounding
factors of the simulation overhead, in this case an XR HMD. Fur-
thermore, the influence of controlling a real-world artifact compared
to the simulated approximation was explored.

6.1 Hypotheses
H1. In terms of TCT, MED did perform worse than REAL. Fur-
thermore, subjective feedback regarding task difficulty, physical
demand, commitment, stress and crash concern were significantly

higher for MED. 38% of participants mentioned issues of depth per-
ception when using the VST HMD in MED, 21% general perceptual
issues using VST HMD in MED. Hence, as all other parameters
(Table 1) between MED and REAL are the same, wearing the HMD
introduces a clear confounding factor. We accept hypothesis H1.

H2. MED and XRP did not show equivalent performance.
Despite our best efforts, the simulated drone was still showing dif-
ferences compared to the real drone. Participants mentioned that the
virtual drone was more responsive (21%) and the simulated turbu-
lences not realistic enough (21%). However, participants noted that
the simulated drone was generally well implemented, and only small
tweaks were required to achieve a better approximation. Participants
rated the mean realism compared to the real drone high with 5.04
(sd=1, md=5) on a 7-point scale. While participants mainly com-
mented on functional fidelity differences, note that visual and audio
fidelity differences could also be confounding factors that influenced
performance. Overall, we reject H2.

H3. While the borders did not significantly affect TCT and error,
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Figure 5: Error plots of interaction effects between fidelity and border.
Lines indicate statistically significant differences.

users perceived the task with borders as being significantly more
difficult, leading to higher mental demand, higher physical demand,
a lower sense of success, higher required commitment, more stress,
and a higher concern for crashing the drone. We partially accept H3,
as BO lead to subjective performance differences in the conditions.

H4. MED was significantly slower than XRP in the border con-
dition BO indicating that participants were more careful steering
the real drone than the virtual drone. However, due to the virtual
drone behaving differently than the real one in terms of speed and re-
sponsiveness, this result must be interpreted carefully. Furthermore,
while the crash concern for the real drone was overall significantly
higher for MED than for XRP, this effect was not present when
looking only at the border condition BO (Fig. 5). This may indicate
that participants also cared for the virtual drone in XRP and avoided
crashes. However, this result is better explained with the conserva-
tive handling of crashes in the XRP condition, where small collisions
more frequently lead to a crash of the drone, while the real drone
did not crash as often. Hence, the concern of crashing the drone
was potentially inflated in XRP due to this conservative behavior. A
follow-up study should take care to improve functional fidelity of
the drone behavior, i.e., avoiding overly conservative handling of
crashes. However, based on the current data, we reject H4.

6.2 Learnings

With the drone use case, we explored a comparably simple user
experience and attempted to recreate it in an XR simulation. While
we could not demonstrate equivalence between the simulation and
the real scenario, we gained valuable insights to inform the design
of future validation studies due to the utilized validation framework.

Simulation Overhead. Unsurprisingly, wearing an HMD influ-
ences users and their performance in XRP validation studies. As
depth perception was identified as a major issue by participants, it
is likely better to utilize a VST HMD that support rendering the
camera viewpoint from the user’s eye perspective [17,23,24], which
may improve depth perception. To navigate this issue, validation
studies may also focus on evaluating user experiences that require
the same or similar display hardware to make this confound part
of the experience design, e.g., when evaluating novel adaptive MR

interfaces [18, 25] that require wearing HMDs in any case. Alter-
natively, a validation study using HMDs should focus on proving
relative validity instead of absolute validity of results.

Functional Fidelity. It is challenging to achieve a completely
realistic approximation of a user experience, even though the antici-
pated simulation may appear straightforward to realize. For example,
the drone use case appeared to be rather simple, but turned out more
complex than anticipated. If recreation of the exact same behavior is
too complex, and, thus, functional fidelity in a user experience hard
to achieve, a validation study may focus on demonstrating relative
validity instead of absolute validity.

Perceived Risk. The sensory perception of a virtual environment
can influence the user’s behavior in a simulation [66]. Our case study
had the goal to determine if there is a difference in perceived risk of
crashing a real or a virtual drone. While we found significant differ-
ences between MED and XRP, we could not conclusively relate the
difference to the introduced borders and fidelity levels of the virtual
and real drone. However, user feedback suggests that the perceived
risk was higher for the real drone due to the mediation through the
VST HMD, indicating insecurities when perceiving an environment
mediated via VST technology. This confounding factor should be
considered when designing validation studies. Furthermore, the
rather high crash concern in XRP may mainly be an effect of issues
of functional fidelity and not necessarily because participants were
concerned about the safety of the virtual drone. This is backed
up by additional user feedback, as users were frustrated due to the
conservative crash handling and tried to avoid the borders in the
BO condition when controlling the virtual drone. We will improve
functional fidelity and investigate this issue further.

Path to Validation. As user studies generally require a lot of
effort, performing exclusive XRP validation studies may often be
infeasible. A more feasible validation approach may be to combine
validation studies with the development of novel user experiences,
i.e., when XR simulations are utilized for prototyping and evaluating
a new user experience [18, 45], before realizing the final design as a
real user experience. The created XR simulation can then be directly
compared to the final real user experience, e.g., by demonstrating
relative validity of variations of the experience. The validation
framework presented in this paper can provide guidance in the design
of the respective validation study.

7 CONCLUSION AND FUTURE WORK

In this paper, we presented a framework for validation studies to
systematically explore the use of XR simulations to prototype novel
user experiences. The framework allows identifying and discussing
potential confounding factors in a study design, as well as systemati-
cally aligning study conditions with each other. We provide a simple
drone simulation as a first case study for applying the framework,
and demonstrate the difficulty to achieve absolute validity of results
gathered in a simulation compared to a real-world scenario. While
functional fidelity of the simulated product was a main issue, another
major confounding factor is the overhead of the XR simulation tech-
nology itself. In our case, participants remarked on issues of depth
perception, likely due to the offset between the users’ eyes and the
VST cameras. A follow-up study may explore, if eye-perspective
rendering provides a solution for this type of technology [17, 23, 24].
Overall, as a validation study can likely contain multiple confound-
ing factors making absolute validity potentially infeasible to prove,
studies may focus on demonstrating relative validity of results.
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