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Geometrically shaped four-dimensional modulation formats for 5–7
bits/symbol designed by autoencoder

Akira NakaA1, a) and Mamoru Komatsu1

Abstract We design geometrically shaped four-dimensional (4D) modu-
lation formats for 5–7 bits/4D symbol with an autoencoder, which is one of
the deep learning applications, using pre-training with 4D formats based on
2-ary amplitude 8-ary phase-shift keying. The numerical evaluation shows
that the obtained 4D modulation formats have 0.5-0.7dB signal-to-noise
sensitivity gains in terms of normalized generalized mutual information
(NGMI) as well as bit error ratio (BER) performances. Furthermore, we
show the NGMI and BER performances of these 4D modulation formats
are almost equivalent to those of probabilistic amplitude shaping with enu-
merative sphere shaping with a block length of 20.
Keywords: geometric shaping, 4D modulation, autoencoder, enumerative
sphere shaping, 2-ary amplitude 8-ary phase-shift keying
Classification: Fiber-optic transmission for communications

1. Introduction

Multi-dimensional (MD) modulation formats have been pro-
posed to provide variable capacity with higher signal-to-
noise (SNR) receiver sensitivity for optical fiber transmis-
sion systems [1, 2, 3, 4, 5]. In such MD formats, some
components of polarization modes, time-slot modes and/or
frequency (wavelength) modes in single-mode fiber as well
as in-phase and quadrature (IQ) modulation components are
comprehensively treated as a single symbol.

On the other hand, signal shaping has gained attention
due to a better receiver sensitivity in terms of SNR toward to
Shannon’s channel capacity, either via probabilistic shaping
(PS) or geometric shaping (GS). PS uses a non-uniform
distribution on equidistant constellation points of standard
quadrature amplitude modulation (QAM) constellation with
a distribution matcher (DM) which converts a uniformly
distributed binary data block into a distributed amplitude
data block at the transmitter [6, 7, 8]. Increasing the block
length improves the SNR receiver sensitivity, and with infi-
nite block length, the Shannon limit is reached in principle.
However, as the block length increases, the computational
load to be performed in real time during system operation
increases. Furthermore, the longer the block length, the
greater the influence of burst errors that could occur dur-
ing DM inverse calculations and countermeasures are re-
quired [9, 10].
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On the contrary, the GS optimizes the position of con-
stellation points [11, 12]. The GS relies only on properly
placing the constellation points and straightforward modifi-
cations of the demapper. That is why the GS is a promising
format to be an alternative to the PS that uses a non-uniform
distribution on equidistant constellation points of standard
QAM constellation.

Recently, the extension of GS from two dimensions to
multi-dimension has been reported for optical fiber trans-
mission systems [13, 14]. An autoencoder (AE), a deep
learning technique, has been attempted to perform compli-
cated computations to optimize the positions of many con-
stellation points for GS [14, 15]. The layered configuration
for the AE shown in [15] allows us to optimize not only a
position of constellation points but also labeling of binary bit
to each point simultaneously. Moreover, the configuration
can be directly applied to multi-dimensional modulation for-
mats without modification, simply changing the parameter
of dimensional number.

This paper describes three kinds of four-dimensional (4D)
modulation formats for 5–7 bits/4D symbol designed by the
AE with pre-training technique using the 4D modulation
formats of set partitioned 2-ary amplitude 8-ary phase-shift
keying (set partitioned 4D-2A8PSK) proposed in [3]. Nor-
malized generalized mutual information (NGMI) and bit er-
ror ratio (BER) performances of the obtained GS-4D formats
are evaluated under additive white Gaussian noise (AWGN)
and compared with the performances of the set partitioned
4D-2A8PSK formats. The performances are also compared
with the performances of probabilistic amplitude shaping
(PAS), which is a practical scheme to realize PS [6]. In this
paper, the amplitude of the PAS is non-uniformly shaped
based on enumerative sphere shaping (ESS), which is a lex-
icographical indexing algorithm to realize sphere shaping
that can minimize the rate loss at any block length of dis-
tributed amplitude sequence [8].

2. Autoencoder configuration

Figure 1 shows a communication system over AWGN as an
AE to obtain 4D modulation formats. Its configuration is
exactly equivalent to the one described in [14], configured
with reference to [15]. In the mapper section, a m-th length
binary bit vector b is encoded as a one-hot vector, i.e., 2m-
dimensional vector, the one element of which is equal to
one and zero otherwise. The one-hot vector is mapped to a
constellation point x consisting of nch channels after a rec-
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Fig. 1 An autoencoder block diagram.

tified linear unit sandwiched between two fully-connected
layers, described as multiple dense layers in Fig. 1, followed
by a normalization layer. Note that the number of nch cor-
responds to the number of the MD modulation components.

Amount of AWGN is adjusted to SNR value and added to
each channel of x in the channel section. In the demapper
section, conditional probabilities p(bj | y), ( j = 1, . . . ,m) are
obtained at a sigmoid function layer after several multiple
dense layers followed by regression layer to calculate the
loss of the AE learning. Several iterations of mini-batch
training with a size proportional to 2m are performed using
the Adam optimization algorithm to minimize the total bi-
nary categorical cross entropy calculated from b and a set of
p(bj | y). Note that log-likelihood ratio (LLR) of each binary
bit is obtained before sigmoid function layer, which leads to
optimization of not only the position of constellation points
but also labeling of binary bit to each point [14, 15].

In our calculations, nch is set to 4, which corresponds to
4D formats. Namely, each channel of x is interpreted as the
real or imaginary part of IQ modes, polarization modes or
time-slot modes to form the constellation. Further, m is set
to 5, 6 or 7, which corresponds to 32, 64 or 128 constellation
points, respectively. That is, each transmission capacity is
respectively 5, 6 or 7 bits/4D symbol, i.e., 2.5, 3.0 or 3.5
bits/2D symbol, respectively.

To accelerate the AE learning process, we respectively
pre-trained the mapper and demapper sections, by setting
a constellation of 4D modulation format at a constellation
point x, before performing the AE learning to obtain the 4D
formats with the configuration shown in Fig. 1. We select
the set-partitioned 4D-2A8PSK formats for 5-7 bits/4D sym-
bol, namely, 4D-32SP-2A8PSK, 4D-64SP-2A8PSK and 4D-
128SP-2A8PSK, since each of which has a set of symmetri-
cal projections about the center point in two 2-dimensional
projection, and relatively has good SNR sensitivity [3]. In
fact, when we tried several types of constellations including
a set-partitioned 4D-16QAM [2], we found that the constel-
lations obtained by the AE learning were not necessarily the
same due to convergence of suboptimal conditions. Among
them, the constellation obtained with the set-partitioned 4D-
2A8PSK formats had the best NGMI and BER performance.

3. Results and discussion

3.1 Obtained 4D constellation
Figures 2(a), 2(c) and 2(e) respectively show the set-
partitioned 4D-2A8PSK constellation diagrams in 2 x 2D
projection for 5-7 bits/4D symbol used for the pre-training,
whereas Figs. 2(b), 2(d) and 2(f) respectively show the op-
timized 4D modulation constellation diagrams obtained by

Fig. 2 Constellation diagrams of 4D modulation formats in 2 × 2D pro-
jection for a received NGMI ≈ 0.95. The three projections on the left are
before the AE learning, and the three on the right are after the AE learning.
Communication capacities are respectively 5 bits/4D symbol for (a) and
(b), 6 bits/4D symbol for (c) and (d), and 7 bits/4D symbol for (e) and (f).

the AE learning under the conditions of (b) m = 5 at SNR
of Es/No = 7.0 dB, (d) m = 6 at Es/No = 9.0 dB and (e)
m = 7 at Es/No = 11.0 dB, where Es/No is SNR per 2D
symbol.

We find that each constellation point on each set-
partitioned 4D-2A8PSK has equal probability as illustrated
in Figs. 2(a), 2(c) and 2(e). Note that 4D-32SP-2A8PSK uses
only half of the constellation points of 4D-64SP-2A8PSK
and 4D-128SP-2A8PSK due to the set-partitioning.

In the case of any transmission capacity of 5-7 bits/4D-
symbol, the constellation points significantly change from
the ones of the original 2A8PSK formats through the AE
learning, so that GS-4D modulation formats are obtained
at each capacity, as illustrated in Figs. 2(b), 2(d) and 2(f).
Each of the obtained constellations has some constellation
points with high probability near the center point in each 2D
projection. This allows us to achieve good SNR sensitivity
as the non-uniform distribution in the PS does.

The two-dimensionally projected constellations in
Figs. 2(b) and 2(f) are asymmetrical to each other, same
as the ones shown in [13], but the constellation points are
slightly different. This difference is probably because the
pre-training performed in [13] uses some set-partitioned
4D-16QAM constellations instead of the set-partitioned 4D-
2A8PSK as well as the learning is performed on the con-
straint of orthant symmetry.

Furthermore, the constellation in Fig. 2(d) is notably sim-
ilar to the 4D-64SP-12QAM constellation shown in [4].
However, the constellation of Fig. 2(d) does not have equidis-
tant constellation points unlike the 4D 64SP-12QAM, so ge-
ometric shaping is expected to have better SNR sensitivity.

3.2 NGMI and BER of GS-4D formats compared to
those of set-partitioned 4D-2A8PSK formats

Figures 3(a) and (b) respectively show NGMI and BER
performance of the obtained GS-4D modulation formats
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Fig. 3 NGMI and BER performances of the GS-4D modulation formats
and the set-partitioned 4D-2A8PSK formats under the number of constel-
lation points 2m = 32, 64 or 128 in 4D symbol.

compared to the set-partitioned 4D-2A8PSK formats un-
der m = 5, 6 and 7 or the number of constellation points
2m = 32, 64 or 128 using a system configured independently
of the AE shown in Fig. 1. BER performances are numer-
ically evaluated by placing a low-density parity-check code
(LDPC) encoder and decoder, which is defined by Digital
Video Broadcasting–Satellite–Second Generation at a code
rate of 4/5, outside the mapper and the demapper.

The LDPC used here can correct all bit errors when NGMI
equals to or larger than approximately 0.85 with a code rate of
4/5. Under any calculation conditions, the SNR value when
it intersects the black dotted line drawn at NGMI=0.85 in
Fig. 3(a) matches the SNR value of the water fall in the BER
characteristics in Fig. 3(b).

These results, shown in Figs. 3(a) and (b), show that the
NGMI and BER performances of the GS-4D formats are
improved by 0.5 to 0.7 dB through the AE learning over
the SNR receiver sensitivity of 2A8PSK used for the pre-
learning.

3.3 NGMI and BER of GS-4D formats compared to
those of PAS formats shaped by ESS

This section shows that the NGMI and BER performances
of the obtained GS-4D modulation format in comparison
with PAS shaped by ESS [8], in which a block of uniformly
distributed input bit sequence is assigned to a block of dis-
tributed amplitude sequence in lexicographical order.

The amplitude sequence is limited to the total energy
below the maximum total energy in ESS. The block length
of amplitude sequence and the total energy is chosen to
allow setting the desired information rate. For the amplitude
sequence of the block length n, the number of input binary
bits k = ⌊log2 N⌋ is determined by the number N of ways to
order the amplitude sequence, where ⌊⌋ represents the floor
function.

Fig. 4 NGMI and BER performances of the GS-4D modulation formats
and the PAS formats with transmission capacity equivalent to constellation
points of 2m = 32, 64, 128 in 4D symbol, as well as the performances of the
PAS format and the 2D-16QM with the capacity equivalent to constellation
points of 2m = 256 in 4D symbol. Amplitude sequence of the PAS is
shaped by ESS with a block length of 20 or 40.

The information rate of the PAS on equidistant constella-
tions of 2D 64QAM after error correction by LDPC is given
by

R = 2 ·
{

k
n
+ 1 − 3(1 − Rc)

}
(1)

where Rc is code rate of LDPC [7]. Here, the maximum total
energy values are selected at n = 20 or 40, and Rc = 4/5
for ESS to set k/n = 0.6, 0.8, 1.0 respectively, so that
the information rate are 2.0, 2.4, or 2.8 bits/2D symbol
after the error correction at Rc = 4/5. These information
rates correspond to the transmission capacity of 5, 6 or 7
bits/4D symbol before the error correction, or the number
of constellation points 2m = 32, 64 or 128. Moreover,
another energy value is additionally selected to be k/n = 1.2
having information rate of 4 bits/2D symbol before the error
correction, corresponding to 2D-16QAM for comparison.

To be noted, we deliberately select the block lengths n of
20 or 40, because each of them allows us to set four kinds
of information rate, namely 2.0, 2.4, 2.8 and 3.2 bits/2D
symbol. In ESS, the number of input binary bits k or the
corresponding information rate R cannot be directly set but
is determined by the maximum energy and the block length
n, through N , the number of ways to order the amplitude
sequence. Therefore, we actually calculate all possible k and
R for each maximum energy at each block lengths n, under
the condition of k ≤ 53 which is limited by our calculation
environment. In fact, the only n that realizes each of the rate
under the above condition is 15 for ESS at Rc = 4/5, except
for 20 and 40.

Figures 4(a) and (b) show that the NGMI and BER per-
formances of the GS-4D modulation formats with 2m = 32,
64 or 128 are almost equivalent to or slightly worse than
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those of ESS under the condition of n = 20, while GS-4D
format with 2m = 32 slightly better than that of ESS. When
n is 40, each rate loss of ESS becomes smaller than when
n is 20, so each ESS performance is improved by about
0.2dB to 0.4dB to outperform each GS-4D format. Noted
that the performance of GS-4D-32 is almost equivalent to
PAS_32_N40. We assume that this result is due to the per-
formance degradation of PAS_32_N40 formats. That is,
as m becomes smaller, the amplitude distribution becomes
steeper and deviates from ideal shaping for our numerical
evaluation.

These results are quantitatively consistent with that of
2D-16QAM, as the NGMI and BER performances of 2D-
16QAM are also equivalent to those of ESS under the con-
dition of n = 20. These quantitative analyses show GS-4D
formats are equivalent to 2D-16QAM in terms of SNR sen-
sitivity although the transmission capacities are different.
Therefore, it can be considered that GS-4D modulation for-
mats for 5 to 7 bits/4D symbol are optimized by the AE
learning.

4. Conclusion

We design GS-4D modulation formats for 5–7 bits/4D
symbol with the AE learning, using pre-training with set-
partitioned 4D-2A8PSK formats. The obtained GS-4D
modulation formats respectively have some constellation
points with high probability near the center point in each 2D
projection to achieve higher SNR sensitivity. The obtained
NGMI and BER performances of the GS-4D modulation for-
mats are better than those of the set-partitioned 4D-2A8PSK
formats and are almost equivalent to those of 2D PAS format
shaped by the ESS with the amplitude sequence block length
of 20 at the code rate of 4/5 of a practical LDPC.
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