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Abstract

Over the past few years, adversar-
ial training has become an 
extremely active research topic 

and has been successfully applied to 
var ious Artificial Intelligence (AI) 
domains. As a potentially crucial tech-
nique for the development of the next 
generation of emotional AI systems, we 
herein provide a comprehensive over-
view of the application of adversarial 
training to affective computing and 
sentiment analysis. Various representa-
tive adversarial training algorithms are 
explained and discussed accordingly, 
aimed at tackling diverse challenges 
associated with emotional AI systems. 
Further, we highlight a range of poten-
tial future research directions. We 
expect that this overview will help 
facilitate the development of adversarial 
training for affective computing and 
sentiment analysis in both the academic 
and industrial communities.

I. Introduction
Affective computing and sentiment 
analysis currently play a vital role in 
transforming current Artificial Intelli-
gent (AI) systems into the next genera-

tion of emotional AI devices [1], [2]. It is 
a highly interdisciplinary research field 
spanning psychology, cognitive, and 
computer science. Its motivations 
include endowing machines with the 
ability to detect and understand the 
emotional states of humans and, in turn, 
respond accordingly [1]. Both the terms 
affective computing and sentiment anal-
ysis relate to the computational inter-
pretation and generation of human 
emotion or affect. Whereas the former 
mainly relates to instantaneous emotion-
al expressions and is more commonly 
associated with speech or image/video 
processing, the later mainly relates to 
longer-term opinions or attitudes and is 
more commonly associated with natural 
language processing.

A plethora of applications can benefit 
from the development of affective com-
puting and sentiment analysis [3]–[8]; 
examples include natural and friendly 
human–machine interaction systems, 
intelligent business and customer service 
systems, and remote healthcare systems. 
Thus, affective computing and sentiment 
analysis attract considerable research at
tention in both the academic and indus-
trial communities.

From a technical point of view, 
affective computing and sentiment anal-
ysis are associated with a wide range of 
advancements in machine learning, 
especially in relation to deep learning 
technologies. For example, deep Con-
volutional Neural Networks (CNNs) 
have been reported to considerably out-
perform conventional models and non-
deep neural networks on two bench-
mark databases for sentiment analysis 
[9]. Further, an end-to-end deep learn-
ing framework which automatically 
learns high-level representations from 
raw audio and video signals has been 
shown to be effective for emotion rec-
ognition [10].

However, when deployed in real-life 
applications, affective computing and 
sentiment analysis systems face many 
challenges. These include the sparsity and 
unbalance problems of the training data 
[11], the instability of the emotion recog-
nition models [12], [13], and the poor 
quality of the generated emotional sam-
ples [14], [15]. Despite promising 
research efforts and advances in leverag-
ing techniques, such as semi-supervised 
learning and transfer learning [11], find-
ing robust solutions to these challenges is 
an open and ongoing research challenge.

In 2014, a novel learning algorithm 
called adversarial training (or adversarial 
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learning) was proposed by Goodfellow 
et al. [16], and has attracted widespread 
research interests across a range of 
machine learning domains [17], [18], 
including affective computing and senti-
ment analysis [19]–[21]. The initial adver-
sarial training framework, Generative 
Adversarial Networks (GANs), consists of 
two neural networks—a generator and a 
discriminator, which contest with each 
other in a two-player zero-sum game. The 
generator aims to capture the potential 
distribution of real samples and generates 
new samples to ‘cheat’ the discriminator as 
far as possible, whereas the discriminator, 
often a binary classifier, distinguishes the 
sources (i.e., real samples or generated 
samples) of the inputs as accurately as pos-
sible. Since its inception, adversarial train-
ing has been frequently demonstrated to 
be effective in improving the robustness 
of recognition models and the quality of 
the simulated samples [16]–[18].

Thus, adversarial training is emerging 
as an efficient tool to help overcome the 
aforementioned challenges when build-
ing affective computing and sentiment 
analysis systems. More specifically, on the 
one hand, GANs have the potential to 
produce an unlimited amount of realistic 
emotional samples; on the other hand, 
various GAN variants have been pro-
posed to learn robust high-level represen-
tations. Both of the aspects can improve 
the performance of emotion recognition 
systems. Accordingly, over the past three 
years, the number of related papers has 
grown exponentially. Motivated by the 
pronounced improvement achieved by 
these works and by the belief that adver-
sarial training can further advance more 
works in the community, we thus feel 
that, there is a necessity to summarize 
recent studies, and draw attention to the 
emerging research trends and directions 
of adversarial training in affective com-
puting and sentiment analysis.

A plethora of surveys can be found 
in the relevant literature either focusing 
on conventional approaches or (non-
adversarial) deep-learning approaches 
for both affective computing [11], [22]–
[25] and sentiment analysis [6], [26]–[32], 
or offering more generic overviews of 
generative adversarial networks [17], 

[18]. Differing from these surveys, the 
present article:

❏❏ provides, for the first time, a compre-
hensive overview of the adversarial 
training techniques developed for 
affective computing and sentiment 
analysis applications;

❏❏ summarizes the adversarial training 
technologies suitable, not only for 
the emotion recognition and under-
standing tasks, but more importantly, 
for the emotion synthesis and con-
version tasks, which are arguably far 
from being regarded as mature;

❏❏ reviews a wide array of adversarial 
training technologies covering the text, 
speech, image and video modalities;

❏❏ highlights an abundance of future 
research directions for the application 
of adversarial training in affective 
computing and sentiment analysis.
The remainder of this article is orga-

nized as follows. In Section II, we first 
introduce the background of this over-
view, which is then followed by a short 
description of adversarial training in Sec-
tion III. We then comprehensively sum-
marize the representative adversarial 
training approaches for emotion synthesis 
in Section IV, the approaches for emo-
tion conversion in Section V, and the 
approaches for emotion perception and 
understanding in Section VI, respectively. 
We further highlight some promising 
research trends in Section VII, before 
drawing the conclusions in Section VIII.

II. Background
In this section, we first briefly describe 
three of the main challenges associated 
with affective computing and sentiment 
analysis, i.e., the naturalness of generated 
emotions, the sparsity of collected data, 
and the robustness of trained models. 
Concurrently, we analyze the drawbacks 
and limitations of conventional deep 
learning approaches, and introduce 
opportunities for the application of 
adversarial training. Then, we give a 

short discussion about the challenge of 
performance evaluation when generat-
ing or converting emotional data.

A typical emotional AI framework 
consists of two core components: an 
emotion perception and understanding 
unit, and an emotion synthesis and con-
version unit (cf. Figure 1). The first 
component (aka a recognition model) 
interprets human emotions; whereas the 
second component (aka a generation 
model) can generate emotionally nuanced 
linguistics cues, speech, facial expres-
sions, and even gestures. For the remain-
der of this article, the term emotion 
synthesis refers to the artificial genera-
tion of an emotional entity from scratch, 
whereas the term emotion conversion 
refers to the transformation of an en
tity from one emotional depiction to 
another. To build a robust and stable 
emotional AI system, several challenges 
have to be overcome as discussed in the 
following sub-sections.

A. Naturalness of  
Generated Emotions
Emotion synthesis and conversion go 
beyond the conventional constructs of 
Natural Language Generation (NLG), 
Text-To-Speech (TTS), and image/
video transformation techniques. This is 
due in part to the instinct complexity 
and uncertainty of the emotions, there-
by generating an emotional entity 
remains an ongoing challenge.

Figure 1 The broad framework of a typical 
emotional artificial intelligence system.
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Adversarial training is emerging as an efficient tool to 
help overcome the challenges when building affective 
computing and sentiment analysis systems.
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Recently, research has shown the 
potential of deep-learning based genera-
tive models for addressing this challenge. 
For example, the WaveNet network 
developed by Oord et al. [33] efficiently 
synthesizes speech signals, and Pixel 
Recurrent Neural Networks (Pixel-
RNN) and Variational AutoEncoder 
(VAE), proposed by Oord et al. [34] and 
Kingma et al. [35] respectively, have 
been shown to be effective for generat-
ing images.

To date, the majority of these studies 
have not considered emotional informa-
tion. A small handful of works have been 
undertaken in this direction [36], [37], 
however, the generated emotions are far 
from being considered natural. This is 
due in part to the highly non-linear 
nature of emotional expression changes 
and the variance of individuals [38], 
[39]. Generative modeling with adver-
sarial training, on the other hand, has 
frequently been shown to be powerful 
in regard to generating samples, which 
are more understandable to humans 
than the examples simulated by other 
approaches [17], [18] (see Section IV 
and Section V for more details).

B. Sparsity of Collected Data
Despite having the possibility to collect 
massive amounts of unlabeled data 
through pervasive smart devices and 
social media, reliably annotated data 
resources required for emotion analysis 
are still comparatively scarce [11]. For 
example, most of the databases currently 
available for speech emotion recognition 
contain, at most 10 hours of labeled data 
[25], [40], which is insufficient for build-
ing highly robust models. This issue has 
become even more pressing in the era of 
deep learning. The data-sparsity problem 
mainly lies in the annotation process 
which is prohibitively expensive and 
time-consuming [11]. This is especially 
true in relation to the subjective nature 
of emotions which dictates the need for 
several annotators to label the same sam-

ples in order to diminish the effect of 
personal biases [41].

In tackling this challenge, Kim et al. 
[42] proposed an unsupervised learning 
approach to learn the representations 
across audiovisual modalities for emo-
tion recognition without any labeled 
data. Similarly, Cummins et al. [43] uti-
lized CNNs pre-trained on large 
amounts of image data to extract robust 
feature representations for speech-based 
emotion recognition. More recently, 
neural-network-based semi-supervised 
learning has been introduced to leverage 
large-scale unlabeled data [13], [44].

Despite the effectiveness of such 
approaches that distil shared high-level rep-
resentations between labeled and unlabeled 
samples, the limited number of labeled data 
samples means that there is a lack of suffi-
cient resources to extract meaningful and 
salient representations specific to emotions. 
In contrast, a generative model with adver-
sarial training has the potential to synthe-
size an infinite amount of labeled samples 
to overcome the shortage of conventional 
deep learning approaches (see Section VI 
for more details).

C. Robustness of Trained Models
In many scenarios, samples from a target 
domain are not sufficient or reliable 
enough to train a robust emotion recog-
nition model. This challenge has moti-
vated researchers to explore transfer 
learning solutions which leverage related 
domain (source) samples to aid the target 
emotion recognition task. This is a highly 
non-trivial task, the source and target 
domains are often highly mismatched 
with respect to the domains in which 
the data are collected [45], such as differ-
ent recording environments or websites. 
For example, in sentiment analysis, the 
word ‘long’ for evaluating battery life has 
a positive connotation, whereas when 
assessing pain it tends to be negative. 
Moreover, for speech emotion recogni-
tion, the source and target samples might 
have been recorded in distinctive acous-

tic environments and by different speak-
ers [11]. These mismatches have been 
shown to lead to a performance degra-
dation of models analyzed in real-life set-
tings [27], [45], [46].

In addressing this challenge, Glorot 
et al. [46] presented a deep neural network 
based approach to learn the robust rep-
resentations across different domains for 
sentiment analysis. Similar approaches 
have also been proposed by Deng et al. 
[47] for emotion recognition from 
speech. Moreover, You et al. [48] success-
fully transferred the sentiment knowl-
edge from text to predict the sentiment 
of images. However, it is still unclear if 
their learned representations are truly 
domain-invariant or not.

On the other hand, the discriminator 
of an adversarial training framework has 
the potential to distinguish from which 
domain the so-called ‘shared’ representa-
tions come from. By doing so, it can help 
alleviate the robustness problem of an 
emotion recognition model (see Section VI 
for more details).

D. Performance Evaluation
Evaluating the performance of the gen-
erated or converted emotional samples is 
essential but challenging in aspects of 
affective computing and sentiment anal-
ysis. Currently, many of the related works 
directly demonstrate a few appealing 
samples and evaluate the performance 
by human judgment [38], [49], [50]. 
Additionally, a range of metric-based 
approaches has been proposed to quanti-
tatively evaluate the adversarial training 
frameworks. For example, the authors in 
[51] compared the intra-set and inter-set 
average Euclidean distances between dif-
ferent sets of the generated faces.

Similarly, to quantitatively evaluate 
models for emotion conversion, other eval-
uation measurements raised in the literature 
include BiLingual Evaluation Understudy 
(BLEU) [52] and Recall-Oriented Under-
study for Gisting Evaluation (ROUGE) 
[53] for text, and a signal-to-noise ratio test 
for speech [15]. However, the quantitative 
performance evaluation for emotion per-
ception and understanding is more straight-
forward. In general, the improvement by 
implementing adversarial training can be 

A “classical” GAN consists of a generator and a 
discriminator as two players in a zero-sum game.
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reported using evaluation metrics such as 
unweighted accuracy, unweighted average 
recall, and concordance correlation coeffi-
cient [12], [54], [55].

III. Principle of Adversarial Training
In this section, we introduce the basic 
concepts of adversarial training, so that the 
interested reader can better understand 
the design and selection of adversarial 
networks for a specific task in affective 
computing and sentiment analysis.

A. Terminology and Notation
With the aim of generating realistic ‘fake’ 
samples from a complex and high-
dimensional true data distribution, the 
‘classical’ GAN, consists of two deep neu-
ral nets (as two players in a game): a gen-
erator (denoted as )G  and a discriminator 
(denoted as )D  (cf. Figure 2). During 
this two-player game, the generator tries 
to turn input noises from a simple distri-
bution into realistic samples to fool the 
discriminator, while the discriminator 
tries to distinguish between true (or ‘real’) 
and generated (or ‘fake’) data.

Normally, G  and D  are trained 
jointly in a minimax fashion. Mathemat-
ically, the minimax objective function 
can be formulated as:
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where gi  and di  denote the parameters 
of G  and ,D  respectively; x  is a real data 
instance following the true data distribu-
tion ( )p xdata ; whilst z  is a vector random-
ly sampled following a simple distribution 
(e.g., Gaussian); ( )G zgi  denotes a generat-
ed data given z  as the input; and ( )D di $  
outputs the likelihood of real data given 
either x  or ( )G zgi  as the input. Note that, 
the likelihood is in the range of (0,1), 
indicating to what extent the input is 
probably a real data instance. Consequent-
ly, during training, gi  is updated to mini-
mize the objective function such that 

( ( ))D G zd gi i  is close to 1; conversely, di  is 
optimized to maximize the objective such 
that ( )D xdi  is close to 1 and ( ( ))D G zd gi i  
is close to 0. In other words, G  and D  are 
trying to optimize a different and oppos-

ing objective function, thus pushing 
against each other in a zero-sum game. 
Hence, the strategy is named as adver-
sarial training.

Generally, the training of G  and D  is 
done in an iterative manner, i.e., the corre-
sponding neural weights ,d gi i  are updated 
in turns. Once training is completed, the 
generator G  is able to generate more real-
istic samples, while the discriminator D  
can distinguish authentic data from fake 
data. More details of the basic GAN train-
ing process can be found in [16].

B. Category of Adversarial Networks
Since the first GAN paradigm was 
introduced in 2014, numerous variants 
of the original GAN have been pro-
posed and successfully exploited in 
many real-life applications. It is roughly 
estimated that to date, more than 350 
variants of GANs have been presented 
in the literature over the last four years1, 
infiltrating into various domains includ-
ing image, music, speech, and text. For a 
comprehensive list and other resources 
of all currently named GANs, interested 
readers are referred to [56], [57]. Herein, 
we group these variants into four main 
categories: optimization-based, struc-
ture-based, network-type-based, and 
task-oriented.

Optimization-based: GANs in 
this category aim to optimize the mini-
max objective function to improve the 
stability and the speed of the adversarial 
training process. For instance, in the 
original GAN, the Jensen-Shannon (JS) 
divergence of the objective function can 
be a constant, particularly at the start of 

1 https://github.com/hindupuravinash/the-gan-zoo/blob/
master/gans.tsv 

the training procedure where there is no 
overlap between the sampled real data 
and the generated data. To smooth the 
training of GANs, the Wasserstein GAN 
(WGAN) has been proposed by replac-
ing the JS divergence with the earth-
mover distance to evaluate the distribu-
tion distance between the real and 
generated data [58].

Other GAN variants in this direction 
include the Energy-Based GAN (EBGAN) 
[59], the Least Squares GAN (LSGAN) [60], 
the Loss-Sensitive GAN (LS-GAN) [61], 
the Correlational GAN (CorrGAN) [62], 
and the Mode Regularized GAN 
(MDGAN) [63], to name but a few.

Structure-based: these GAN vari-
ants have been proposed and developed 
to improve the structure of conventional 
GAN. For example, the conditional 
GAN (cGAN) adds auxiliary informa-
tion to both the generator and discrimi-
nator to control the modes of the data 
being generated [64], while the semi-
supervised cGAN (sc-GAN) exploits 
the labels of real data to guide the learn-
ing procedure [65]. Other GAN vari-
ants in this category include the BiGAN 
[66], the CycleGAN [67], the Disco-
GAN [68], the InfoGAN [69], and the 
Triple-GAN [70].

Network-type-based: in addition, 
several GAN variants have been named 
after the network topology used in the 
GAN configuration, such as the 
DCGAN based on deep convolutional 
neural networks [19], the AEGAN based 
on autoencoders [71], the C-RNN-
GAN based on continuous recurrent 
neural networks [72], the AttnGAN 
based on attention mechanisms [73], and 
the CapsuleGAN based on capsule net-
works [74].

Figure 2 Framework of Generative Adversarial Network (GAN).
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Task-oriented: lastly, there are also 
a large number of GAN variants that 
have been designed for a given task, thus 
serve their own specific interests. Exam-
ples, to name just a few, include the 
Sketch-GAN proposed for sketch 
retrieval [75], the ArtGAN for artwork 
synthesis [76], the SEGAN for speech 
enhancement [77], the WaveGAN for 
raw audio synthesis [78], and the Voice-
GAN for voice impersonation [15].

IV. Emotion Synthesis
As discussed in Section II-A, the most 
promising generative models, for synthe-
sis, currently include PixelRNN/CNN 
[34], [79], VAE [35], and GANs [16]. 
Works undertaken with these models 
highlight their potential for creating 
realistic emotional samples. The Pixel-
RNN/CNN approach, for example, can 
explicitly estimate the likelihood of real 
data with a tractable density function in 
order to generate realistic samples. How-
ever, the generating procedure is quite 
slow, as it must be processed sequentially. 
On the other hand, VAE defines an 
intractable density function and opti-
mizes a lower bound of the likelihood 
instead, resulting in a faster-generating 
speed compared with PixelRNN/
CNN. However, it suffers from the gen-
eration of low-quality samples.

In contrast to other generative mod-
els, GANs directly learn to generate new 
samples through a two-player game 
without estimating any explicit density 
function, and have been shown to 
obtain state-of-the-art performance for 
a range of tasks notably in image gener-
ation [16], [17], [80]. In particular, 
GAN-based frameworks can help gen-
erate, in theory, an infinite amount of 
realistic emotional data, including sam-
ples with subtle changes which depict 
more nuanced emotional states.

A. Conditional-GAN-Based 
Approaches in Image/Video
To synthesize emotions, the most fre-
quently used GAN relates to the condi-
tional GAN (cGAN). In the original 
cGAN framework, both the generator 
and discriminator are conditioned on 
certain extra information .c  This extra 
information can be any kind of auxiliary 
information, such as the labels or data 
from other modalities [64]. More specif-
ically, the latent input noise z  is concat-
enated with the condition c  as a joint 
hidden representation for the generator  

,G  in the meanwhile c  is combined 
with either the generated sample xt  or 
real data x  to be fed into the discrimi-
nator ,D  as demonstrated in Figure 3. 
In this circumstance, the minimax 

objective function given in Equation (1) 
is reformulated:
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Recently, a collection of works have 
begun to explore which facial expres-
sions and representations can best be 
produced via cGAN. The frameworks 
proposed within these works are either 
conditioned on attribute vectors includ-
ing emotion states to generate an image 
for a given identity [49], or conditioned 
on various emotions represented by val-
ues of features such as facial action unit 
coefficients to produce dynamic video 
from a static image [81], or conditioned 
on arbitrary speech clips to create talk-
ing faces synchronized with the given 
audio sequence [82]. While these 
approaches can produce faces with con-
vincing realism, they do not fully con-
sider the interpersonal behaviors that 
are common in social interactions such 
as mimicry.

In tackling this problem, one novel 
application was proposed in [51], in 
which the authors presented a cGAN-
based framework to generate valid facial 
expressions for a virtual agent. The pro-
posed framework consists of two stages: 
firstly, a person’s facial expressions (in 
eight emotion classes) are applied as 
conditions to generate expressive face 
sketches, then, the generated sketches 
are leveraged as conditions to synthesize 
complete face images of a virtual dyad 
partner. However, this framework does 
not consider the temporal dependency 
on faces across various frames, can yield 
non-smooth facial expressions over 
time. In light of this, researchers in [50] 
proposed Conditional Long Short-
Term Memory networks (C-LSTMs) 
to synthesize contextually smooth 
sequences of video frames in dyadic 
interactions. Experimental results in 
[50] demonstrate that the facial expres-
sions in the generated virtual faces 
reflect appropriate emotional reactions 
to a person’s behaviors.
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Figure 3 Framework of conditional Generative Adversarial Network (cGAN).

In contrast to other generative models, GANs directly 
learn to generate new samples through a two-player 
game without estimating any explicit density function.
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B. Other GAN-Based Approaches in 
Image/Video
In addition to the cGAN-based frame-
work, other GAN variants such as 
DCGAN [19] and InfoGAN [69] have 
been investigated for emotional face 
synthesis. In [19], it is shown that, vector 
arithmetic operations in the input latent 
space can yield semantic changes to the 
image generations. For example, per-
forming vector arithmetic on mean vec-
tors “smiling woman” − “neutral 
woman” + “neutral man” can create a 
new image with the visual concept of 
“smiling man”. The InfoGAN frame-
work, on the other hand, aims to maxi-
mize the mutual information between a 
small subset of the latent variables and 
the observation, to learn interpretable 
latent representations which reflect the 
structured semantic data distribution 
[69]. For instance, it has been demon-
strated that by varying one latent code, 
the emotions of the generated faces can 
change from stern to happy [69].

C. Approaches in Other Modalities
As well as the generation of expressive 
human faces, adversarial training has also 
been exploited to generate emotional 
samples in a range of other modalities. 
For example, in [83] modern artwork 
images have been automatically generat-
ed from an emotion-conditioned GAN. 
Interestingly, it has been observed that 
various features, such as colors and 
shapes, within the artworks are com-
monly correlated with the emotions 
which they are conditioned on. Similar-
ly, in [84] plausible motion sequences 
conditioned by a variety of contextual 
information (e.g., activity, emotion), 
have been synthesized by a so-called 
sequential adversarial autoencoder. More 
recently, poems conditioned by various 
sentiment labels (estimated from images) 
have been created via a multi-adversarial 
training approach [85].

Correspondingly, adversarial training 
has also been investigated for both text 
generation [86], [87] and speech synthe-
sis [78]. In particular, sentence genera-
tion conditioned on sentiment (either 
positive or negative) has been conducted 
in [14] and [21], but both only on fixed-

length sequences (11 words in [14] and 
40 words in [21]). One example can be 
the three generated samples with a fixed 
length (40 words) found in [21] (also 
shown in Figure 4). Despite the promis-
ing nature of these initial works, the 
performance of such networks is far off 
when comparing with the quality and 
naturalness of image generation.

To the best of our knowledge, emo-
tion-integrated synthesis frameworks 
based on adversarial training has yet to 
be implemented in speech. Compared 
with image generation, one main issue 
we confront in both speech and text is 
the varied length to generate, which, 
however, could also be a learned feature 
in the future.

V. Emotion Conversion
Emotion conversion is a specific style 
transformation task. In computer vision 
and speech processing domains, it targets 
at transforming a source emotion into a 
target emotion without affecting the 
identity properties of the subject. Where-
as for NLP, sentiment transformation 
aims to alter the sentiment expressed in 
the original text while preserving its 
content. In conventional approaches, 
paired data are normally required to 
learn a pairwise transformation func-
tion. In this case, the data need to be 
perfect time aligned to learn an effective 
model, which is generally achieved by 
time-warping.

Adversarial training, on the other 
hand, does away with the need to pre-
pare the paired data as a precondition, as 
the emotion transformation function can 
be estimated in an indirect manner. In 
light of this, adversarial training reshapes 
conventional emotion conversion proce-
dures and makes the conversion systems 
simpler to be implemented and used, as 
time-alignment is not needed. Moreover, 
leveraging adversarial training makes the 
emotion conversion procedure more 
robust and accurate through the associ-
ated game-theoretic approach.

A. Paired-Data-Based Approaches
Several adversarial training approaches 
based on paired training data have been 
investigated for emotion conversion. For 
example, in [88], the authors proposed a 
conditional difference adversarial autoen-
coder, to learn the difference between the 
source and target facial expressions of one 
same person. In this approach, a source 
face goes through an encoder to generate 
a latent vector representation, which is 
then concatenated with the target label 
to generate the target face through a 
decoder. Concurrently, two discrimina-
tors (trained simultaneously) are used to 
regularize the latent vector distribution 
and to help improve the quality of gener-
ated faces through an adversarial process.

Moreover, approaches based on facial 
geometry information have been pro-
posed to guide facial expression conversion 

Positive: Follow the Good Earth movie linked Vacation is a comedy that credited
 against the modern day era yarns which has helpful something to the
 modern day s best It is an interesting drama based on a story of the famed

Negative: I really can t understand what this movie falls like I was seeing it I m sorry
 to say that the only reason I watched it was because of the casting of the
 Emperor I was not expecting anything as

Negative: That s about so much time in time a film that persevered to become cast
 in a very good way I didn t realize that the book was made during the 70s
 The story was Manhattan the Allies were to

Figure 4 Generated samples on IMDB [21].

Leveraging adversarial training makes the emotion 
conversion procedure more robust and accurate 
through the associated game-theoretic approach.
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[38], [89]. In [89], a geometry guided 
GAN for facial expression transformation 
was proposed, which is conditioned on 
facial geometry rather than expression la-
bels. In this way, the facial geometry is di-
rectly manipulated, and thus the network 
ensures a fine-grain control in face edit-
ing, which, in general, is not so straight-
forward in other approaches. In [38], the 
researchers further disentangled the face 
encoding and facial geometry (in land-
marks) encoding process, which allows 
the model to perform the facial expres-
sion transformations appropriately even 
for unseen facial expression characteristics.

Another related work is [90], in 
which the authors focused on voice con-
version in natural speech and proposed a 
variational autoencoding WGAN. Note 
that, data utilized in [90] are not frame 
aligned, but still are in pairs. Emotion 
conversion has not been considered in 
this work, however, this model could be 
applied to emotion conversion.

B. Non-Paired-Data-Based 
Approaches
The methods discussed in the previous 
section all require pair-wise data of the 
same subjects in different facial expres-
sions during training. In contrast, Invert-
ible conditional GAN (IcGAN), which 
consists of a cGAN and two encoders, 
does not have this constraint [91]. In the 

IcGAN framework, the encoders com-
press a real face image into a latent rep-
resentation z  and a conditional 
representation c  independently. Then, c  
can be explicitly manipulated to modify 
the original face with deterministic 
complex modifications.

Additionally, the ExprGAN frame-
work is a more recent advancement for 
expression transformation [92], in which 
the expression intensity can be con-
trolled in a continuous manner from 
weak to strong. Furthermore, the iden-
tity and expression representation learn-
ing are disentangled and there is no 
rigid requirement of paired samples for 
training [92]. Finally, the authors develop 
a three-stage incremental learning algo-
rithm to train the model on small datas-
ets [92].

Recently, inspired by the success of 
the DiscoGAN for style transformation 
in images, Gao et al. [15] proposed a 
speech-based style-transfer adversarial 
training framework, namely VoiceGAN 
(cf. Figure 5). The VoiceGAN frame-
work consists of two generators/trans-
formers (GAB  and )GBA  and three dis-
criminators ( ,DA  ,DB  and .)Dstyle  GAB  
attempts to transform instances from 
style A to style ,B  while GBA  does the 
reverse. DA  and DB  are used to distin-
guish between the generated data and 
real data for style A and ,B  respectively, 

and Dstyle  is applied to distinguish if all 
data match the target styles. Importantly, 
the linguistic information in the speech 
signals is retained by considering the 
reconstruction losses of the generated 
data, and parallel data are not required. 
To contend with the varied lengths of 
speech signals, the authors applied a 
channel-wise pooling to convert vari-
able-sized feature map into a vector of 
fixed size [15]. Experimental results 
demonstrate that VoiceGAN is able to 
transfer the gender of a speaker’s voice, 
and this technique could be easily 
extended to other stylistic features such 
as different emotions [15].

More recently, a cycleGAN-based 
model was proposed to learn senti-
ment transformation from non-parallel 
text, with an ultimate goal to automat-
ically adjust the sentiment of a chatbot 
response [93]. By combining seq2seq 
model with cycleGAN, the authors 
developed a chatbot whose response 
can be transformed from negative 
to positive.

Compared with the works of adver-
sarial-training-based emotion conversion 
in the image, it is noticeable that to date, 
there are only a few related works in 
video and speech, and only one in text. 
We believe that the difficulty of applying 
adversarial training in these domains is 
threefold: 1) the variable length of corre-
sponding sequential data; 2) the linguistic 
and language content needed to be 
maintained during the conversion; and 
3) the lack of reliable measurement met-
rics to rapidly evaluate the performance 
of such a transformation.

VI. Emotion Perception  
and Understanding
This section summarizes works which 
tackle the data-sparsity challenge (see 
Section VI-A) and the robustness-of-
the-emotion-recognizer challenge (see 
Sections VI-B and VI-C).

A. Data Augmentation
As already discussed, the lack of large 
amounts of reliable training data is a 
major issue in the fields of affective com-
puting and sentiment analysis. In this 
regard, it has been shown that emotion 

GAB

SA SAB SABA

GBA

GBA

SB SBA SBAB
GAB

DB
Dstyle

GAB

SA

GBA

GBA

SB SBA
GAB

DA

Figure 5 Framework of VoiceGAN [15].

By combining seq2seq model with cycleGAN, a chatbot 
was developed whose response can be transformed 
from negative to positive.
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recognition performance can be improved 
with various data augmentation para-
digms [94], [95]. Data augmentation is a 
family of techniques which artificially 
generate more data to train a more 
efficient (deep) learning model for a 
given task.

Conventional data augmentation 
methods focus on generating data 
through a series of transformations, such 
as scaling and rotating an image, or add-
ing noise to speech [95]. However, such 
perturbations directly on original data 
are still, to some extent, not efficient to 
improve overall data distribution estima-
tion. In contrast, as GANs generate real-
istic data which estimate the distribution 
of the real data, it is instinctive to apply 
them to expand the training data 
required for emotion recognition mod-
els. In this regard, some adversarial train-
ing based data augmentation frame-
works have been proposed in the 
literature, which aim to supplement the 
data manifold to approximate the true 
distribution [96].

For speech emotion recognition, 
researchers in [97] implemented an 
adversarial autoencoder model. In this 
work, high-dimensional feature vectors 
of real data are encoded into 2-D 
dimensional representations, and a dis-
criminator is learned to distinguish real 
2-D vectors from generated 2-D vec-
tors. The experiments indicate that the 
2-D representations of real data can 
yield suitable margins between different 
emotion categories. Additionally, when 
adding the generated data to the origi-
nal data for training, performance can be 
marginally increased [97].

Similarly, a cycleGAN has been uti-
lized for face-based emotion recognition 
[96]. To tackle the data inadequacy and 
unbalance problems, faces in different 
emotions have been generated from 
non-emotion ones, particularly for emo-
tions like disgust and sad, which seem-
ingly have less available samples. Experi-
mental results have demonstrated that, 
by generating auxiliary data of minority 
classes for training, not only did the rec-
ognition performance of the rare class 
improve, the average performance over 
all classes also increased [96].

One ongoing research issue relating 
to GANs is how best to label the gener-
ated data. In [97], they adopted a Gauss-
ian mixture model which is built on the 
original data, whereas the authors in [96] 
took a set of class-specific GANs to gen-
erate images, respectively, which requires 
no additional annotation process.

In addition to these two approaches, 
cGAN in a semi-supervised manner 
(scGAN) can be an interesting alterna-
tive worthy of future investigations. The 
scGAN is an extension of cGAN by 
forcing the discriminator D  to output 
class labels as well as distinguishing real 
data from fake data. In this scenario, D  
acts as both a discriminator and a classi-
fier. More specifically, D  classifies the 
real samples into the first n  classes and 
the generated samples into the n 1-th+  
class (fake), while G  tries to generate 
the conditioned samples and ‘cheat’ the 
discriminator to be correctly classified 
into the first n  classes, as illustrated in 
Figure 6. By taking the class distribu-
tion into the objective function, an 
overall improvement in the quality of 
the generated samples was observed 
[65]. Hence, scGAN can be easily 
adapted for data augmentation in emo-
tion perception and understanding tasks, 
which to date has yet to be reported in 
the literature.

Finally, the quality of the generated 
data is largely overlooked in the works 

discussed in this section. It is possible 
that the generated data might be unreli-
able, and thus become a form of noise in 
the training data. In this regard, data fil-
tering approaches should be considered.

B. Domain Adversarial Training
For emotion perception and under-
standing, numerous domain adaptation 
approaches have been proposed to date 
(cf. SectionII-C). These approaches seek 
to extract the most representative fea-
tures from the mismatched data between 
the training phase and the test phase, in 
order to improve the robustness of rec-
ognition models (cf. SectionII-C). 
However, it is unclear if the learned rep-
resentations are truly domain-generative 
or still domain-specific.

In [98], Ganin et al. first introduced 
domain adversarial training to tackle this 
problem. Typically, a feature extractor 

(: , )G f fi  projects data from two separate 
domains into high-level representations, 
which are discriminative for a label pre-
dictor (: , )Gy yi  and indistinguishable for 
a domain classifier .(: , )Gd di  A typical 
Domain-Adversarial Neural Network 
(DANN) is illustrated in Figure 7. Partic-
ular to the DANN architecture, a gradi-
ent reversal layer is introduced between 
the domain classifier and the feature ex-
tractor, which inverts the sign of the gra-
dient Ld d2 2i  dur ing backward 
propagation. Moreover, a hype-parameter 
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Figure 6 Framework of semi-supervised conditional Generative Adversarial Network (scGAN).

Ganin et al. first introduced domain adversarial training 
to tackle the domain shift problem by introducing a 
gradient reversal layer.
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m  is utilized to tune the trade-off be-
tween the two branches during the 
learning process. In this manner, the net-
work attempts to learn domain-invariant 
feature representations. By this training 
strategy, the representations learned from 
different domains cannot be easily distin-
guished, as demonstrated in Figure 8. 
Further details on how to train DANN 
are given in [98].

Using a DANN, a common repre-
sentation between data from the source 
and target domains can potentially be 
learned. This is of relevance in the data 
mismatch scenario as knowledge learn
ed from the source domain can be ap
plied directly to the target domain [55]. 
Accordingly, the original DANN para-
digm has been adapted to learn domain-

invariant representations for sentiment 
classification. For example, in [95], [99], 
attention mechanisms were introduced 
to give more attention to relevant text 
when extracting features. In [12], [100], 
the Wasserstein distance was estimated to 
guide the optimization of the domain 
classifier. Moreover, instead of learning 
common representations between two 
domains, other research has broadened 
this concept to tackle the data mismatch 
issue among multiple probability distri-
butions. In this regard, DANN variants 
have been proposed for multiple source 
domain adaptation [101], multi-task 
learning [102], and multinomial adver-
sarial nets [103].

Finally, DANN has recently been 
utilized in speech emotion recognition 

[55]. These experiments demonstrate 
that, by aligning the data distributions of 
the source and target domains (illus-
trated in Figure 8), an adversarial train-
ing approach can yield a large perfor-
mance gain in the target domain [55].

C. (Virtual) Adversarial Training
Beside factors relating to the quality of 
the training data, the performance of an 
emotional AI system is also heavily 
dependent on its robustness to unseen 
data. A trivial disturbance on the sample 
(adversarial examples) might result in an 
opposite prediction [104], which natu-
rally has to be avoided for a robust rec-
ognition model.

Generally speaking, adversar ial 
examples are the examples that are cre-
ated by making small, but intentionally, 
perturbations to the input to incur 
large and significant perturbations in 
outputs (e.g., incorrect predictions 
with high confidence) [104]. Adversar-
ial training, however, addresses this 
vulnerability in recognition models by 
introducing mechanisms to correctly 
handle the adversarial examples. In this 
way, it improves not only robustness to 
adversarial examples, but also overall 
generalization for the original exam-
ples [104].

Mathematically, adversarial training 
adds the following term as regulariza-
tion loss to the original loss function:

	 ; ),x r i+|(log p adv- y � (3)

in which x  denotes the input, i  denotes 
the parameters of a classifier, and radv  
denotes a worst-case perturbation 
against the current model ;x ),i|(p y  
which can be calculated with

	 .x( | ; )arg max logr p r
, rr

adv i= +
# e

y � (4)

In the context of affective comput-
ing and sentiment analysis, the authors 
in [105] utilized DCGAN and multi-
task learning strategies to leverage a 
large number of unlabeled samples, 
where the unlabeled samples are consid-
ered as adversarial examples. More spe-
cifically, the model explores unlabeled 
data by feeding it through a vanilla 

Two major open research challenges relating to 
adversarial training are training instability and  
mode collapse.

Source Target

(a) (b)

Figure 8 Illustration of data distributions from source and target before (a) and after (b) the 
DANN training [55].
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DCGAN, in which a discriminator only 
learns to classify the input as either real 
or fake. Hence, no label information is 
demanded. Note that, the discriminator 
shares layers with another two classifiers 
to predict valence and activation simul-
taneously. This method has been shown 
to improve generalizability across cor-
pora [105]. A similar approach was con-
ducted in [54] to learn robust represen-
tations from emotional speech data for 
autism detection.

More recently, a cGAN-based frame-
work was proposed for continuous 
speech emotion recognition in [20], 
where a predictor and a discriminator are 
conditioned by acoustic features. In par-
ticular, the discriminator is employed to 
distinguish the joint probability distribu-
tions for acoustic features and their corre-
sponding predictions or real annotations. 
In this way, the predictor is guided to 
modify the original predictions to 
achieve a better performance level.

Rather than the above mentioned 
adversarial training schemes that explic-
itly rely on the presence of a discrimina-
tor network, adversarial training can also 
be executed in an implicit manner, 
namely, virtual adversarial training. Vir-
tual adversarial training is conducted by 
straightforwardly adding an additional 
regularization term, which is sensitive to 
the adversarial examples, as a penalty in 
a loss function.

In virtual adversarial training, first 
proposed in [106], the regularization loss 
term of Equation (3) is reformulated 
without the label y  as follows:

	 ( ; ) ( ; )x p x ri i+ ,KL advp $ $8 B � (5)

where KL $ $6 @ denotes the KL  diver-
gence between two distributions and a 
worst-case perturbation radv  can be 
computed by

.( ; ) ( )p x p x rr
,r r

adv arg max KL i i= +
# e

$ $ ; B8
� (6)

Inspired by these works, authors in 
[107] reported that, state-of-the-art sen-
timent classification results can be 
achieved when adopting (virtual) adver-
sarial training approaches in the text 

domain. In particular, the authors 
applied perturbations to word embed-
dings in a recurrent neural network 
structure, rather than to the original 
input itself [107]. Following this success, 
(virtual) adversarial training has also 
been applied to speech emotion recog-
nition in [108]. Results in [108] demon-
strate that, the classification accuracy, as 
well as the system’s overall generalization 
capability, can be improved.

VII. The Road Ahead
Considerable progress has been made in 
alleviating some of the challenges related 
to affective computing and sentiment 
analysis through the use of adversarial 
training, for example, synthesizing and 
transforming image-based emotions 
through cycleGAN, augmenting data by 
artificially generating samples, extracting 
robust representations via domain adver-
sarial training. A detailed summary of 
these works can be found in Table 1. 
However, large-scale breakthroughs are 
still required in both the theorem of 
adversarial training and its applications 
to fully realize the potential of this para-
digm in affective computing and senti-
ment analysis.

A. Limitations of Adversarial Training
Arguably, the two major open research 
challenges relating to adversarial training 
are training instability and mode collapse. 
Solving these fundamental concerns will 
help facilitate its application to affective 
computing and sentiment analysis.

1) Training Instability
In the adversarial training process, 
ensuring that there are balance and syn-
chronization between the two adversari-
al networks plays an important role in 
obtaining reliable results [16]. That is, the 
goal optimization of adversarial training 

lies in finding a saddle point of, rather 
than a local minimum between, the two 
adversarial components. The inherent 
difficulty in controlling the synchroniza-
tion of the two adversarial networks 
increases the risk of instability in the 
training process.

To date, researchers have made sev-
eral attempts to address this problem. 
For example, the implementation of 
Wasserstein distance rather than the 
conventional JS divergence partially 
solves the vanishing gradient problem 
associated with improvements in the 
ability of the discriminator to separate 
the real and generated samples [58]. Fur-
thermore, the convergence of the model 
and the existence of the equilibrium 
point have yet to be theoretically proven 
[109]. Therefore, it remains an open 
research direction to further optimize 
the training process.

2) Mode Collapse
Mode collapse occurs when the genera-
tor exhibits very limited diversity among 
generated samples, thus reducing the 
usefulness of the learned GANs. This 
effect can be observed as the generated 
samples can be integrated into a small 
subset of similar samples (partial col-
lapse), or even a single sample (com-
plete collapse).

Novel approaches dedicated to 
solving the mode collapse problem are 
continually emerging. For example, the 
loss function of the generator can be 
modified to factor in the diversity of 
generated samples in batches [110]. Al-
ternatively, the unroll-GAN allows the 
generator to ‘unroll’ the updates of the 
discr iminator in a manner which is 
fully differentiable [111], and the Ada-
GAN combines an ensemble of GANs 
in a boosting framework to ensure di-
versity [112].

Generally speaking, not only have adversarial 
training techniques made great contributions to the 
development of corresponding generative models, 
but they are also helpful and instructive for related 
discriminative models.
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Table 1 A summary of adversarial training studies in affective computing and sentiment analysis. These studies are listed by their 
applied tasks (SYN: synthesis, CVS: conversion, DA: data augmentation, DAT: domain adversarial training, AT: adversarial training, 
VAT: virtual adversarial training), modalities, and published years. GATH: generative adversarial talking head, ASPD: adversarial 
shared-private model. 

paper year task modality model note 

Radfod et al. [19] 2016 SYN image DCGAN Vector arithmetic can be done in latent vector 
space, e.g., smiling woman - neutral woman + 
neutral man = smiling man. 

Chen et al. [69] 2016 SYN image infoGAN Latent code can be interpreted; support gradu-
al transformation. 

Huang & Khan [51] 2017 SYN image/
video 

DyadGAN Interaction scenario; identity + attribute from 
the interviewee. 

Melis & Amores [83] 2017 SYN Image 
(art) 

cGAN Generate emotional artwork. 

Bao et al. [49] 2018 SYN image identity preserv-
ing GAN

The identity and attributes of faces are separat-
ed. 

Pham et al. [81] 2018 SYN image/
video 

GATH Conditioned by AU; from static image to dynamic 
video. 

Song et al. [82] 2018 SYN image/
video 

cGAN Static image to dynamic video, conditioned by 
audio sequences. 

Nojavansghari et al. 
[50] 

2018 SYN image DyadGAN (with 
RNN) 

Interaction scenario; smooth the video synthe-
sis with context information. 

Wang & Aritères [84] 2018 SYN motion cGAN To simulate a latent vector with seq2seq AE; con-
trolled by emotion. 

Rajeswar et al. [14] 2017 SYN text (W)GAN-GP Gradient penalty; generate sequences with fixed 
length.

Liu et al. [85] 2018 SYN text (poet-
ry)

I2P-GAN Multi-adversarial training; generate poetry 
from images. 

Fedus et al. [21] 2018 SYN text maskGAN Based on actor-critic cGAN; generate sequences 
with fixed length.

Perarnau et al. [91] 2016 CVS image IcGAN Interpretable latent code; support gradual 
transformation. 

Zhou & Shi [88] 2017 CVS image cGAN Learn the difference between the source and 
target emotions by adversarial autoencoder.

Song et al. [89] 2017 CVS image G2-GAN Geometry-guided, similar to cycleGAN. 

Qiao et al. [38] 2018 CVS image GC-GAN Geometry-contrastive learning; the attribute 
and identity features are separated in the learn-
ing process. 

Ding et al. [92] 2018 CVS image exprGAN Intensity can be controlled.

Lee et al. [93] 2018 CVS text cycleGAN No need of paired data; emotion scalable. 

Gao et al. [15] 2018 CVS speech voiceGAN No need of paired data. 

Zhu et al. [96] 2018 DA image cycleGAN Transfer data from A to B; require no further 
labelling process on the transferred data. 

Sahu et al. [97] 2017 DA speech adversarial AE Use GMM built on the original data to label gen-
erated data ->noisy data; sensitive to mode col-
lapse. 

Ganin et al. [98] 2016 DAT text DANN First work in domain adversarial training. 

Chen et al. [12] 2017 DAT text DANN Semi-supervised supported; Wasserstein distance 
used for smoothing training process. 

Zhang et al. [95] 2017 DAT text DANN Attention scoring network is added for docu-
ment embedding. 

Li et al. [99] 2017 DAT text DANN With attention mechanisms. 

Zhao et al. [101] 2018 DAT text multisource DANN Extended for multiple sources. 

(Continued)
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B. Other Ongoing Breakthroughs
In most conditional GAN frameworks, 
the emotional entity is generated by uti-
lizing discrete emotional categories as the 
condition controller. However, emotions 
are more than these basic categories (e.g., 
Ekman’s Six Basic Emotions), and to date, 
more subtle emotional expressions have 
been largely overlooked in the literature. 
While some studies have started address-
ing this issue in image processing studies 
(cf. Section IV), it is still one of the 
major research white spots in speech and 
text processing. Therefore, using a softer 
condition to replace the controller remains 
an open research direction.

To the best of our knowledge, GAN-
based emotional speech synthesis has yet 
to be addressed in the relevant literature. 
This could be due in part to Speech 
Emotion Recognition (SER) being a 
less mature field of research, which leads 
to a limited capability to distinguish the 
emotions using speech and thus provides 
deductible contributions to optimize the 
generator. However, with the ongoing 
development of SER and the already 
discussed success of GANs in conven-
tional speech synthesis [113] and image/
video and text generation (cf. Section 
IV), we strongly believe that major 
breakthroughs will be made in this area 
sometime in the near future.

Similarly, current state-of-the-art 
emotion conversion systems are based 
on the transformation of static images. 
However, transforming emotions in the 
dynamic sequential signals, such as 
speech, video, and text, remains chal-
lenging. This most likely relates to the 
difficulties associated with sequence-
based discriminator and sequence gen-
eration. However, the state-of-the-art 
performance achieved with generative 
models, such as WaveGAN, indicate that 
adversarial training can play a key role in 
helping to break through these barriers.

Additionally, when comparing the 
performance of different GAN-based 
models, a fair comparison is vital but 
not straightforward. In [85], the authors 
demonstrated that their proposed I2P-
GAN outperforms SeqGAN when 
generating poetry from given images, 
reporting higher scores on evaluation 
metrics including BLEU, novelty, and 
relevance. Also, it has been claimed that 
InfoGAN converges faster than a con-
ventional GAN framework [69]. How-
ever, it should be noted that, a fair 
experimental comparison of various 
generative adversarial training models 
associated with affective computing 
and sentiment analysis has yet to be 
reported, to answer questions such as 
which model is faster, more accurate, or 

easier to implement. This absence is 
mainly due to the lack of benchmark 
datasets and thoughtfully designed 
metrics for each specific application 
(i.e., emotion generation, emotion 
conversion, and emotion perception 
and understanding).

Finally, we envisage that, GAN-based 
end-to-end emotional dialogue systems 
can succeed the speech-to-text (i.e., 
ASR) and the text-to-speech (i.e., TTS) 
processes currently used in conventional 
dialogue systems. This is motivated by 
the construct that humans generally do 
not consciously convert speech into text 
during conversations [114]. The advan-
tage of this approach is that it avoids the 
risk of the possible information loss dur-
ing this internal process. Such an end-
to-end emotional framework would 
further facilitate the next generation of 
more human-like dialogue systems.

VIII. Conclusion
Motivated by the ongoing success and 
achievements associated with adversarial 
training in artificial intelligence, this arti-
cle summarized the most recent advanc-
es of adversarial training in affective 
computing and sentiment analysis. Cov-
ering the audio, image/video, and text 
modalities, this overview included tech-
nologies and paradigms relating to both 

Table 1 A summary of adversarial training studies in affective computing and sentiment analysis. These studies are listed by their 
applied tasks (SYN: synthesis, CVS: conversion, DA: data augmentation, DAT: domain adversarial training, AT: adversarial training, 
VAT: virtual adversarial training), modalities, and published years. GATH: generative adversarial talking head, ASPD: adversarial 
shared-private model. 

paper year task modality model note 

Shen et al. [100] 2018 DAT text DANN Wasserstein distance guided to optimize domain 
discriminator. 

Liu et al. [102] 2018 DAT text ASPD For multi-task; semi-supervised friendly. 

Chen & Cardie [103] 2018 DAT text multinomial ASPD Multinomial discriminator for multi-domain. 

Mohammed & Busso [55] 2018 DAT speech DANN Adapted for speech emotion recognition. 

Chang & Scherer [105] 2017 AT speech DCGAN Spectrograms with fixed width are randomly 
selected and chopped from a varied length of 
audio files. 

Deng et al. [54] 2017 AT speech GAN Use hidden-layer representations from discrimi-
nators 

Han et al. [20] 2018 AT speech cGAN Regularization: joint distribution. 

Miyato et al. [107] 2017 VAT/AT text / First work on virtual adversarial training. 

Sahu et al. [108] 2018 VAT/AT speech DNN First work for speech emotion recognition. 

(Continued)
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emotion synthesis and conversion as well 
as emotion perception and understand-
ing. Generally speaking, not only have 
adversarial training techniques made 
great contributions to the development 
of corresponding generative models, but 
they are also helpful and instructive for 
related discriminative models. We have 
also drawn attention to further research 
efforts aimed at leveraging the highlight-
ed advantages of adversarial training. If 
successfully implemented, such tech-
niques will inspire and foster the new 
generation of robust affective comput-
ing and sentiment analysis technologies 
that are capable of widespread in-the-
wild deployment.
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