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Abstract—The increasing digitalization of power grids and
especially the shift towards IP-based communication drasti-
cally increase the susceptibility to cyberattacks, potentially
leading to blackouts and physical damage. Understanding the
involved risks, the interplay of communication and physical
assets, and the effects of cyberattacks are paramount for
the uninterrupted operation of this critical infrastructure.
However, as the impact of cyberattacks cannot be researched
in real-world power grids, current efforts tend to focus on
analyzing isolated aspects at small scales, often covering only
either physical or communication assets. To fill this gap, we
present WATTSON, a comprehensive research environment
that facilitates reproducing, implementing, and analyzing
cyberattacks against power grids and, in particular, their
impact on both communication and physical processes. We
validate WATTSON’s accuracy against a physical testbed and
show its scalability to realistic power grid sizes. We then
perform authentic cyberattacks, such as Industroyer, within
the environment and study their impact on the power grid’s
energy and communication side. Besides known vulnera-
bilities, our results reveal the ripple effects of susceptible
communication on complex cyber-physical processes and
thus lay the foundation for effective countermeasures.

1. Introduction

Over the past decades, the communication infrastruc-
ture of power grids has shifted from serial communica-
tion to Internet-compatible IP-based communication [66].
While this shift provides many benefits, such as enhanced
flexibility, adaptability, and scalability [67], it also drasti-
cally increases the susceptibility to cyberattacks [50]. Past
incidents, such as the cyberattacks on the Ukrainian power
grid [112], highlight the severe real-world implications.
However, besides rather abstract information on these
incidents [112], little is known about the precise technical
susceptibility of power grids and their communication
infrastructure w.r.t. cyberattacks. For example, it is un-
known which technically feasible attack on the communi-

cation infrastructure causes the most drastic impact on the
power side and how severe this impact is. Consequently,
academia and industry struggle to identify and prioritize
the parts of the power grid communication infrastructure
needing countermeasures to thwart attacks [40].

Thus, it is essential to evaluate and understand the
impact of cyberattacks on power grids. Unlike traditional
(office or server) networks, the power grid as a cyber-
physical system also demands to include the physical,
i.e., energy, side in this analysis [4]. However, evalu-
ating cybersecurity in existing power grids is typically
not feasible due to high availability requirements and
the risk of permanently damaging critical physical assets.
Thus, various streams of research study the impact of
cyberattacks on physical grid operation using testbeds and
simulations, e.g., [28], [60], [110]. From a different angle,
related work concerning the security of the communication
infrastructure of power grids ranges from game-theoretic
analyses [11] over discrete-event simulations (DESs) [2]
to network emulations [26]. Still, related work typically
does not capture both the communication and the energy
side in sufficient detail and scale required to thoroughly
assess the impact of real cyberattacks on power grids.

To alleviate this situation, other domains report huge
success with sophisticated simulation environments, ac-
curately reflecting both the communication and physical
side, e.g., for water distribution [74] and treatment [4], or
the Internet of Things [92]. While these approaches show
the feasibility of capturing the combination of commu-
nication and the corresponding physical side in sufficient
detail, they work in significantly smaller scenarios than
typically found in power grids. Respective power grid ap-
proaches often focus on aspects other than cybersecurity,
most prominently grid operation (e.g., [27]). In turn, when
considering cyberattacks, they abstract from actually used
communication protocols (e.g., [79]) or study only small-
scale scenarios, such as individual substations (e.g., [99]).
Thus, an environment for the large-scale evaluation of
cyberattacks against power grids covering both the com-
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munication and energy side has been identified as an
important open research field [33], [72].

This paper addresses the challenge of accurately study-
ing the impact of cyberattacks on power distribution grids
of realistic size (e.g., 500 electrical assets and 150 commu-
nicating parties [70]). Therefore, we propose WATTSON,
an open-source1 research environment that combines a
state-of-the-art power flow solver with a sophisticated
network emulator to flexibly and accurately model the
energy and communication side of real-world power grids.

We use WATTSON to deploy real network applica-
tions (e.g., attack tools) within a simulated power grid to
comprehensively study the cyber and physical impact of
attacks. Our study shows that such cyberattacks can have
devastating impacts, particularly when attackers obfuscate
immediate effects by manipulating measurements. Above
all, they highlight that complex cyber-physical systems
inseparably unite communication and physical processes
and thus require a thorough view to analyze attacks.
Contributions. In summary, our contributions are:
∙ We classify research on cyberattacks against power
grids, finding that current work tends to focus on the
energy or communication side, leaving the actual sus-
ceptibility of power grids open. To understand the root
cause of this issue, we analyze the state of research en-
vironments for power grids and conclude that a compre-
hensive environment for studying the combined impact
of cyberattacks on the energy and communication side
of power grids at realistic scales is missing (§2).

∙ To comprehensively analyze the cybersecurity of power
grids, we present WATTSON1, an open-source research
environment for studying cyberattacks on power grids at
realistic scales, allowing us to analyze their impacts on
the power and networking side through co-simulation.
We validate its accuracy by replicating an attack on a
physical testbed and show its scalability to real-world
grid sizes using benchmarking and reference grids (§3).

∙ We study the impact of authentic, real-world cyber-
attacks within a reference grid [70] (475 energy and
239 communication assets) within WATTSON. Among
others, we cover the infamous Industroyer [21] as an
actually conducted attack and sophisticated false data
injection. We discussed and validated the practical rel-
evance of these attacks with domain experts from a
national cybersecurity agency and multiple grid opera-
tors. Our results show the susceptibility of power grids
against sophisticated cyberattacks and that only the
combined consideration of energy and communication
allows extensive analyses of their impact, thus laying
the foundation to secure them properly (§4).
Availability Statement. To spur further research on evalu-
ating the impact of cyberattacks against power grids at re-
alistic scales, WATTSON is available under an open-source
license1. Furthermore, we provide the network traces and
the physical grid states for our conducted attacks1.

2. Cybersecurity in Power Grids

To lay the foundation for our work, we provide a brief
background on power grids introducing their structure and
operation (§2.1). We then classify possible cyberattacks

1https://github.com/fkie-cad/wattson and https://wattson.it

against power grids (§2.2) based on a literature survey
to identify current shortcomings and derive requirements
for comprehensive cybersecurity research in power grids
(§2.3). Finally, we analyze how related work covers this
cross-domain research area and fulfills the derived require-
ments for evaluating cybersecurity in power grids (§2.4).

2.1. Background on Power Grids

The main task of a power grid is to transmit electric
power from generators to consumers [75]. Therefore, it
uses alternating currents with different voltage levels,
ranging from low to extra-high voltage, following a hierar-
chic structure for efficiency and minimizing losses. While
transmission networks supply larger industrial consumers
and typically operate at higher voltage levels, the subordi-
nated distribution networks supply smaller industrial and
residential consumers and usually operate on lower volt-
age levels. Electrical substations connect these different
networks and transform between the voltages as needed.

A major challenge in power grid operation is main-
taining the balance between power demand and supply,
as large quantities of electrical power cannot be stored
efficiently. Deviations from the nominal frequency (e.g.,
50Hz in Europe; 60Hz in the US) indicate an imbal-
ance of demand and supply. Furthermore, the capacities
of transmission lines and other physical assets limit the
power flow, where overloading induces physical damage.
Protective relays typically prevent such damage, whereas
falsely tripping such relays may lead to (partial) blackouts.

Power grids usually rely on SCADA systems to mon-
itor and control the correct operation and adapt to the
growing number of digital assets, e.g., enabling state esti-
mations (SEs) and remote tripping of relays [100]. There-
fore, distributed Remote Terminal Units (RTUs) logically
connect to a centralized Master Terminal Unit (MTU) for
reporting measurements and receiving commands. Such
systems thus depend on a communication infrastructure
and suited protocols. Due to the increasing number of re-
newable power sources, they exhibit growing importance.

However, most protocols used to manage power grids,
such as IEC 60870-5-104 (in Europe) or DNP3 (in the
US), were not designed with security in mind [50]. Ongo-
ing digitalization and insecure, hard-to-replace protocols
make power grids vulnerable to various cyberattacks [42],
[52]. While Information and Communications Technology
(ICT) security mainly relies on dedicated networks with
access restrictions, these networks provide insufficient in-
ternal security. Thus, they are especially vulnerable once
attackers gain initial access, e.g., using credential theft,
spear phishing, or physical intrusion into substations [36].

The cyberattacks on the Ukrainian power grid in
2015, 2016, and 2022 [21], [52], [69] demonstrated the
vulnerabilities of power grids. In particular, they spur
intensive research on understanding individual incidents
with devastating consequences for the power grid and
ultimately improving countermeasures. While this paper
mainly focuses on the structure and operation of current
and future European (alternating current (AC)) power
grids, its contributions generally also apply to other power
grids, such as North American ones.

1066



TABLE 1. CLASSIFICATION OF POWER GRID ATTACKS INTO PHYSICAL,
SYNTACTIC, AND SEMANTIC AND HOW CURRENT RESEARCH

EVALUATES ATTACK IMPACT W.R.T. ICT AND POWER GRID.

Attack Type ICT Power Grid

Ph
ys
. Device [38], [95]Disconnect

Demand [39], [94]
Manipulation [93], [108]

Sy
n. Denial-of-Service

[2], [11], [68] [96], [1], [29]
[115], [96] [32], [58], [116]

Replay
[53], [64], [114] [41], [116], [119]

Se
m
. [81] [1], [41], [103]

False Data Injection
[11], [45], [47] [1], [18], [58], [79]

[46], [53], [107] [15], [49], [63], [118]
[23], [43], [56], [87]

2.2. Classification and Analysis of Attacks

For structuring and understanding the vast range of cy-
ber threats against power grids, we propose a classification
according to the required attackers’ knowledge for suc-
cessfully performing the attack. This approach classifies
attacks based on their complexity and already supports the
consideration of adequate countermeasures. As a result,
we distinguish between physical, syntactic, and semantic
attacks, which we introduce in the following while also
discussing their assumptions and requirements.
Physical Attacks. Physical attacks comprise all incidents
where attackers disturb the power grid by physically in-
terrupting, tampering with, or destroying grid equipment,
including any ICT components. Such attacks range from
simple device disconnects (e.g., [95]) to more complex de-
mand manipulation, where attackers simultaneously start
up many high-wattage devices (e.g., [39]). As a prereq-
uisite, attackers need (physical) access to the targeted de-
vices, while limited knowledge about the power grid’s ICT
and processes typically suffices to execute such attacks.
Syntactic Attacks. In syntactic attacks, attackers use
crafted, intercepted, or duplicated messages to interfere
with the power grid’s operation through the ICT. Al-
though these messages are syntactically correct, attackers
typically do not need profound process knowledge since
they do not modify the messages’ payload. Such attacks
often manifest as Denial-of-Service (DoS) attacks, target-
ing the availability of (parts of) a power grid (e.g., [2]).
Alternatively, attackers may replay messages to provoke
unwanted or harmful behavior (e.g., [119]). Typically,
attackers require (remote) access to the ICT to perform
such attacks successfully.
Semantic Attacks. Semantic attacks have the same re-
quirements as syntactic attacks, with the addition that
attackers require some knowledge about the process, con-
figuration, and topology to target power grid operations
specifically. Then, attackers can unsuspiciously counterfeit
measurements or commands within ICT messages, which
may have devastating effects. Depending on the targeted
process, it may even suffice to replay specific messages at
the right time (e.g., [81]). However, the most prominent
attack is false data injection, where attackers tamper with
measurements to mislead grid operation (e.g., [87]).

To understand to which extent current research covers
these attack types, we performed a survey of 36 scientific

publications which analyze the impact of attacks against
power grids. We follow the discussed attack classification,
i.e., physical, syntactic, or semantic attacks, for comparing
and structuring related work in Table 1. For each publica-
tion, we identify the considered impact of the investigated
attacks, i.e., ICT, power grid, or even both.

Our survey reveals that current research primarily
focuses on single attack types, with a few exceptions
considering two or three different attacks [1], [53], [58].
However, none covers all proposed attack categories.
Importantly, they exclusively focus on the ICT or the
energy side, abstracting from the respective other domain,
although successful attacks inevitably concern both do-
mains. As an exception, [96] considers both the ICT and
the energy side. However, with its focus on a DoS attack, it
merely covers semantic attacks. As its mathematical mod-
eling restricts the approach’s potential for analyzing differ-
ent attack types and relies on assumption-based attack ef-
fects, it is inappropriate for studying, e.g., semantic attacks
and unforeseeable inter-domain side effects. Consequently,
we argue that a meaningful analysis of cyberattacks on
power grids requires a more comprehensive evaluation
methodology, adequately reflecting the complex cyber-
physical dependencies of the ICT and energy side, while
also covering the entire range of possible attacks. In the
following, we thus derive the requirements for such a
methodology before continuing our related work analysis.

2.3. Requirements for Research Environments

For adequately studying sophisticated cyberattacks on
power grids, an appropriate research environment needs
to fulfill specific requirements. We derive a total of four
requirements based on the results of our literature survey
in §2.2 and explain them in the following:
Accuracy. Both the ICT and power grid components
behave and interact according to their respective real com-
ponents. This includes real communication behavior and
the cross-domain interplay between ICT and power grid
components during normal operations and cyberattacks.
As some types of communication in real power grid net-
works affect the state and behavior of the grid component
and, e.g., physical defects of these components can impact
the communication behavior, this cross-domain accuracy
is critical to assess the impact of cyberattacks.
Scalability. Research environments provide scalability
w.r.t. the realizable scenarios. This ranges from small
laboratory settings to realistic power grids with high
complexity, i.e., with significantly more components, for
comprehensively evaluating the impact of cyberattacks.
Flexibility. ICT networks, power grid topologies, and cy-
berattacks are flexible in evaluating various configurations
and scenarios. Further, communication protocols, attack
tools, defensive measures, and power grid processes are
exchangeable, enabling extensive research opportunities.
Cybersecurity. Finally, a suitable research environment
explicitly considers cybersecurity analyses in its design.
Through the inclusion of real-world attack tools along
with respective evaluation capabilities, studying realistic
cyber threats becomes feasible.

Although individually achieving these design proper-
ties is already challenging, a particular challenge arises
when fulfilling all of them as required. We thus continue
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TABLE 2. CLASSIFICATION OF CO-SIMULATION APPROACHES REGARDING THEIR COMMUNICATION MODEL (CONTINUOUS OR DISCRETE) AND THEIR

POWER MODEL (STEADY OR TRANSIENT STATE) ALONG WITH THEIR FULFILLMENT OF REQUIRED PROPERTIES.

Com. Power Approaches Accuracy Scalability Flexibility Cybersecurity Open
Model Model Com. Power Com. Power Com. Power Com. Power Source

Discrete

Steady

[7], [78] �

[18], [16] * *

[68] * *

[9], [24], [27], [65], [71] * * �

Transient

[3], [8], [25], [37], [54],
? *

[57], [90], [105]

[14], [31], [44], [76], [77] ? * �

[58], [59], [79] *

Continuous
Steady

[29], [30] * * * �

[55] * * �

Transient [1] * * * * *

Continuous Steady WATTSON �

Requirement not , marginally , mostly , or thoroughly fulfilled ∗ – Not evaluated by authors / uncertain ? – Unknown

with our related work discussion, analyzing to which
extent current research environments for power grids cover
the requirements with the intended depth.

2.4. Related Work on Research Environments
Evaluating cyberattacks and countermeasures is typi-

cally not possible in actually deployed power grids due to
the high availability requirements of such systems and the
risk of causing physical defects [98]. Although physical
testbeds, i.e., deployments of real power grid components
for test and development purposes, are optimal regarding
the provided accuracy, they are limited in scalability and
flexibility [13]. Consequently, research largely depends on
modeling power grid components to analyze and evaluate
cybersecurity. In turn, analytical models of power grids,
such as [62], [91], offer a scalable and flexible way
to analyze the impact of cyberattacks while lacking the
required accuracy due to their abstract models. Hence, a
better-suited approach is to simulate or emulate power grid
components, enabling a comprehensive representation of
the power grid. Here, a class of approaches exclusively
focuses on simulating either the ICT, such as [61], [85],
[99], or the power grid, such as [84], [102]. However,
such approaches are extremely limited for cybersecurity
research, as discussed in §2.2.

Thus, numerous approaches aim to co-simulate the
ICT and the power grid. Such approaches follow general
ICT and power simulation paradigms: A communica-
tion network simulation either uses a discrete event or
a continuous approach. While discrete-event simulations
(DESs) allow non-real-time simulations and offer high
scalability, they cannot precisely represent actual network
traffic, involved protocol stacks, and timing-related side
effects due to the chosen level of abstraction [117]. As a
result, they have limited accuracy and flexibility w.r.t. the
evaluation of cyberattacks. Here, continuous approaches
are favorable while having potential drawbacks regarding
performance.

Similarly, for power grid simulations, a distinction is
made between steady state and transient state. While the

former only considers the final, i.e., steady, state after
the system’s parameters change, transient state simulation
also models the process, i.e., the transient behavior, be-
tween these steady states. Transient state simulation thus
offers more insights at the cost of higher complexity for
model parameters and calculations [6]. In Table 2, we
classify different co-simulation approaches based on these
paradigms and summarize to which extent they fulfill the
requirements derived in §2.3. We further indicate their
(desirable) open-source availability, i.e., that they do not
rely on proprietary soft- or hardware.

Most approaches rely on discrete-event simulation
(DES), offering scalable means for analyzing large net-
works. However, discrete-event simulation requires pre-
cise prior knowledge about communication behavior and
potential side effects [109]. This is particularly challeng-
ing for cybersecurity research, where attacks occasionally
attempt to undermine such assumptions and where the
communication behavior is often part of the research
subject. Further, discrete models for all involved tools and
applications are required, which is difficult when including
real programs, e.g., malware. Hence, we assess that DES
lacks the required accuracy and flexibility for conducting
sophisticated cybersecurity research in power grids, i.e.,
covering the entire scope of possible attacks (cf. §2.2).

On the power grid side, a transient model offers a
more precise representation of the grid’s behavior while
considering time-based effects. Such transient effects are
particularly interesting when modeling safety equipment
that protects power grid components from excessive cur-
rents or voltages. However, transient simulations require
precise knowledge about the components’ characteristics
while being computationally expensive, thus often requir-
ing dedicated hardware. Furthermore, the gained detail
level can be neglected in many cases [6]. Therefore,
steady-state simulations are similarly well-suited for eval-
uating the power grid’s state and behavior while being
computationally less expensive.

Explicitly focusing on approaches that rely on contin-
uous communication network simulation (as favorable for
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Figure 1. WATTSON’s architecture comprises three main components: an ICT network emulation, a power grid simulation, and a coordinator,
complemented by several cybersecurity research utilities. The ICT network emulation deploys the network topology, emulates switches, links, routers,
and hosts, and further supports the attachment of different applications, e.g., attackers or IDSs. RTUs are linked to the power grid via the coordinator
and actively control and monitor changes within the power grid simulation, which can be configured with, e.g., power profiles and safety equipment.

analyzing the impact of cyberattacks), we find that Al-
barakati et al. [1] propose a transient approach where the
co-simulator is based on OpenStack and OPAL-RT. How-
ever, the lack of validation of their approach’s overall ac-
curacy and scalability and the involvement of specialized
and costly hardware exacerbates an independent evaluation
of these critical requirements. Moreover, the proprietary
power simulator and the involvement of hardware-based
ICT components limit the flexibility of their approach
regarding the range of possible scenarios and cyberattacks.

In turn, DSSnet [29], [30] follows a continuous,
steady-state approach integrating Mininet and OpenDSS,
which, however, suffers from poor scalability due to
significant coordination overheads. Although DSSnet in-
cludes a continuous communication model, the authors
confine themselves to simulating only the potential effects
of cyberattacks instead of realistically conducting such
attacks, which limits the assessability of the achieved
flexibility and aptitude for cybersecurity research. Sim-
ilarly, the co-simulator proposed by Li et al. [55] uses
CORE (continuous) and GridLabD (steady state) to model
ICT and power grid, respectively. While their distributed
approach offers scalability, the authors neither validate its
accuracy nor its suitability for cybersecurity evaluation.

To summarize, multiple co-simulation approaches ad-
dress the challenge of enabling cross-domain research
within power grids, although most do not specifically
focus on cybersecurity research. Thus, design decisions
specific to particular use cases, e.g., using a discrete com-
munication model for scalability, impede their applicabil-
ity for sophisticated cybersecurity research, as they cannot,
amongst others, accurately implement real-world attacks.
Further, the observed focus on either the communication
or the power side (cf. §2.2) similarly holds for most
research environments. Those few approaches that poten-
tially offer the required cross-domain accuracy involve
costly (proprietary) hardware, offer limited scenario flexi-
bility, or exhibit indeterminate scalability. Consequently, a
suitable research environment adhering to all requirements
of §2.3 is still needed to facilitate comprehensive analyses
of cyberattacks on power grids.

3. WATTSON – A Foundation for Analyzing
the Impact of Cyberattacks on Power Grids

Despite the sophisticated approaches for evaluating the
impact of cyberattacks on power grids offered by related
work, our analysis underlines the lack of cybersecurity-
focused environments that accurately and flexibly cover
the ICT and energy side while maintaining scalability
to realistic grid sizes. Hence, we introduce WATTSON, a
cybersecurity research environment for power grids striv-
ing to achieve these properties (cf. §2.3) by combining a
detailed ICT network emulation with a flexible power grid
simulation and integrated cybersecurity research tools,
covering attack frameworks, evaluation tools, and the
possibility to deploy realistic countermeasures. WATTSON

combines valuable concepts from related work, while its
cybersecurity-focused architecture makes it unique com-
pared to these approaches. In the following, we present
WATTSON’s design (§3.1) before evaluating its accuracy,
scalability, flexibility, and cybersecurity features (§3.2).

3.1. Architecture Design
We depict WATTSON’s architecture and components in

Fig. 1, consisting of a realistic ICT network emulation, an
accurate power grid simulation, a dedicated coordinator
linking and synchronizing the two, and cybersecurity re-
search utilities. Hence, WATTSON enables analyzing the
interaction and interplay of the communication network
(i.e., hosts, routers, switches, links) and the power grid
(e.g., transformers, lines, loads, or generators). Besides a
manual configuration of the ICT network, WATTSON sup-
ports automatically deriving grid configurations through a
dedicated modeling approach [48]. WATTSON is primarily
implemented in Python and we refer to our documentation
website2 for technical details. In the following, we detail
the design of WATTSON’s components.

3.1.1. ICT Network Emulation. To facilitate flexible net-
work topologies and the deployment of universal network-
based applications, WATTSON uses network emulation to

2https://wattson.it
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model the ICT network of power grids. This approach
enables the use of realistic communication protocols, e.g.,
IEC 60870-5-104, network monitoring tools such as Wire-
shark, and network-based attackers. We utilize Container-
net [82], a fork of the network emulator Mininet [51],
to create an ICT network comprising switches, routers,
links, and process- and Docker-based hosts. The emulator
uses Linux network namespaces to create several virtual
hosts on the same physical host along with virtual switches
based on Open vSwitch [83] and virtual links. Thereby,
the precise configuration of devices and the underlying
network, including link properties, e.g., jitter, bandwidth
and delay, and realistic communication using the Linux
networking stack down to Layer 2 become possible.

We extend Containernet to realize horizontal scala-
bility of the network emulation by partitioning the net-
work into several segments that can be distributed onto
several physical hosts and connected via physical links.
For emulating the ICT network model, we include imple-
mentations of RTUs and the corresponding MTU using
the IEC 60870-5-104 protocol, and a graphical Virtual
Control Center (VCC). RTUs serve as Intelligent Elec-
tronic Devices (IEDs) attached to one or multiple grid
components. They transmit monitoring information, e.g.,
voltage measurements, to the MTU at the control center,
which, in turn, can issue control commands to monitor
and actively manage the grid. All components realistically
communicate over real networking protocols (Ethernet,
IPv4, TCP, IEC 104). Thus, WATTSON supports the evalu-
ation of realistic ICT attacks such as DoS, network recon-
naissance, Address Resolution Protocol (ARP) spoofing,
and machine-in-the-middle (MitM) attacks.

3.1.2. Power Grid Simulation. WATTSON uses a steady-
state simulation for the power grid, achieving scalabil-
ity and meeting the real-time requirements induced by
network emulation. Here, we utilize pandapower [101],
a power flow solver supporting symmetric AC single-
and three-phase systems. Consequently, changes in the
configuration of the power grid, e.g., power adjustments,
consumption changes, or topology changes resulting from
opening or closing circuit breakers, trigger a simulation
step that outputs the grid’s power flow once a steady
state is reached. Moreover, WATTSON supports adding
Gaussian noise to power values of loads and generators
before and after the power flow computation to model
slight control deviations and measurement inaccuracies.
Further, it provides load profiles representing the realistic
behavior of the power demand over time.

While the steady-state approach allows the power sim-
ulation to keep up with the real-time network emulation,
WATTSON cannot directly include any transient compen-
sation processes. Still, we assess that the scalability and
real-time capabilities of this approach offsets this imper-
fection and that the steady-state simulation suffices for
comprehensively researching realistic cyberattacks.

3.1.3. Simulation Coordination. Accurately representing
cyberattacks on power grids requires the consideration of
the interplay between networking devices and physical
grid components. Thus, we have to link the network emu-
lation with the power grid simulation and coordinate their
respective interactions. WATTSON includes a dedicated co-

ordinator, interfacing with each host within the emulated
network for interacting with the power grid simulation. In
particular, each host is connected to a dedicated manage-
ment network that solely transmits coordination traffic. By
communicating with the coordinator, hosts can receive the
grid’s current state and update its configuration. As soon
as the coordinator receives a request to change the grid
configuration, it triggers the power simulation.

The functional linking of networking hosts to power
grid components (cf. Fig. 1) is realized by a respective
configuration of hosts, either manually or using an auto-
mated modeling approach [48]. For each monitoring and
control information, the configuration defines the respon-
sible RTU, the IEC 104 information object address (IOA),
and information for interacting with the coordinator and
the respective grid element. Through its close coupling
with the power simulator, the coordinator further enables
WATTSON to apply flexible logic applications to the power
grid, e.g., load profiles, self-adjusting inverters, models for
safety devices, or defects between simulation steps.

3.1.4. Cybersecurity Research Utilities. We design
WATTSON as a thorough cybersecurity research environ-
ment, going beyond the scope of a pure co-simulator. For
every component, we focus on including cybersecurity-
related tools and functionality as well as their flexible
extendability for future research directions. Particularly,
WATTSON integrates three design aspects directly con-
tributing to its cybersecurity focus.

Comprehensive Attack Library. WATTSON comes with
an integrated cyberattack framework. Ranging from var-
ious DoS attack variants over re-implementations of ex-
isting malware, e.g., the Industroyer, to a sophisticated
library for transparent semantic, e.g., false data injec-
tion, attacks, WATTSON provides a complex toolbox for
conducting and evaluating the impact of such attacks in
different scenarios. Due to ethical and risk considerations,
we refrain from publishing this attack library.

Integrated Analysis Tools. WATTSON includes analysis
tools per design to provide insight into the process and
results of attacks and potential countermeasures. Based
on configurable capture and export tools, e.g., power grid
exports and targeted packet captures, WATTSON provides
a library for analyzing these artifacts.

Scenario Flexibility. Finally, WATTSON targets to en-
able flexible research opportunities. Hence, we implement
extensible scenarios, where changes and extensions to the
power grid and the communication network’s topologies
and behaviors, including attack and countermeasure de-
ployments, can be straightforwardly realized.

To summarize, WATTSON leverages two specialized
tools for power flow computation and network emulation,
coupled by a dedicated coordinator and enriched with
advanced cybersecurity research tools. It thus enables the
deployment and execution of real networking protocols
and applications within the ICT network that interact with
the power grid. We now analyze and discuss WATTSON’s
fulfillment of the demanded requirements (cf. §2.3).

3.2. Fulfillment of Requirements

For WATTSON to be usable and applicable to study the
impact of cyberattacks on power grids, we need to ensure
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it fulfills the derived requirements, i.e., accuracy, scala-
bility, flexibility, and suitability for cybersecurity research.
In the following, we thus validate WATTSON’s accuracy
by replicating an attack on a physical testbed. Then, we
show that WATTSON scales to realistic grid sizes based on
benchmarking scenarios and reference grids. Finally, we
discuss its flexibility and cybersecurity aspects.

3.2.1. Accuracy. To analyze WATTSON’s accuracy, we
replicate a physical low voltage distribution grid testbed
operated at RWTH Aachen University [88], [104] shown
in Fig. 2 within WATTSON and compare the behaviors of
simulation and testbed. Hereby, we rely on the correct op-
eration of both, Containernet [82] and pandapower [101],
analyzing WATTSON’s combined, i.e., overall accuracy.
The testbed comprises a medium/low voltage substation at
630 kVA, two photovoltaic (PV) inverters (Inv.), a battery
inverter, three resistive loads at 20 kW maximum power
consumption, and a corresponding ICT network. While
all three inverters are controlled via IEC 104, the power
consumption of the loads follows a specified time series
power profile and is not controlled by the grid operator.
During the experiment, the power output of the inverters
is adjusted to match the respective demand. All inverters
maintain a minimum power output and apply a predefined
power factor of 0.95. The ICT network comprises a single
MTU, three RTUs, three switches, and an attack host
attached to the switch at the RTU of the PV Inv. B.

At the beginning of the experiment, the attackers
perform an ARP spoofing attack against said RTU and the
MTU to redirect the traffic between these hosts. At 123 s
and 173 s into the experiment, the attackers inject a control
command setting the power output of the PV Inv. B to its
minimum value. There is a non-neglectable delay between
the reception of the command and the visible realization in
the measurements for all three inverters in the laboratory
setup. We observe a random delay in the physical RTUs,
resulting in a slight uncertainty regarding the actual delay
due to measurement intervals of ≈2 s. Thus, we determine
the earliest and latest command realization time based
on the power measurements and model this uncertainty
in the simulation by applying a random delay between
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Figure 2. The physical testbed used to validate WATTSON’s correctness
contains a single transformer, two inverters, one battery inverter, and
three resistive loads. Each inverter can be controlled by a single MTU
via a dedicated RTU from the ICT network. An attack host is attached
to one of the switches to perform an ARP-spoof-based MitM attack.

the minimum and maximum real delay. We conduct 20
simulation runs of the physical testbed scenario, each
using a different genuine random seed [106]. We plot
the laboratory and simulation measurements for active and
reactive power and network communication in Fig. 3. For
the simulation, the plot indicates the minimum and maxi-
mum measurement and highlights the area of uncertainty.

As shown in Fig. 3(a), the simulation corresponds to
the laboratory for both active and reactive power. We
observe that the simulation falls within the uncertainty
area over multiple runs during power level switching.
Besides these time ranges, the simulation’s active and
reactive power measurements, voltages, and currents ac-
curately match those from the laboratory. Notably, these
consistencies are not limited to normal operations but
continue during the ICT-driven attack. For the power
level adjustments of the PV Inv. B induced by maliciously
injected control commands, we observe dips of ≈4 kW in
the laboratory measurements, which are not present in the
simulation. These effects result either from overreactions
of the inverter or minor measurement inaccuracies and
are not observable with a steady-state simulator. Apart
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Figure 3. To validate WATTSON’s accuracy, we compare its behavior to a physical testbed for power grid and ICT networking under normal and
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correspond to real-world measurements. Similarly, WATTSON matches the communication patterns and contents of the testbed network and its devices.
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Figure 4. To evaluate WATTSON’s scalability, we create linearly scalable
power grids with 𝑛 branches, each containing a single transformer, multi-
ple buses, multiple assets, and corresponding ICT network components,
resulting in a linearly growing number of hosts, switches, and links.

from these minor deviations, the behavior of the simulated
power grid fully corresponds to the laboratory setup.

Similarly, we observe matching traffic patterns be-
tween the emulated and the laboratory ICT network in
Fig. 3(b), where we indicate timing variations between
individual runs with faded areas. For all three RTUs, the
periodically sent control commands are timed consistently.
Analogously, the monitoring direction is equally present
in every periodic measurement in the simulated network.
Except for the variations related to the randomized PLC
delays, the deviation areas exhibit a median of only 56ms,
indicating WATTSON’s suitability for accurately modeling
power grids and their corresponding ICT networks.

3.2.2. Scalability. We evaluate WATTSON’s scalability
to show that it can simulate realistic, large-scale power
grids, covering architecture-induced overheads and corre-
sponding delays. For our measurements, we use a sin-
gle machine with two AMD EPYC 7551 processors,
each offering 32 cores with 2 threads per core and
256GiB of RAM. Besides widely-used realistic reference
high/medium voltage grids (Cigre MV [97] and Simbench
1-MV-semiurb-0-sw [70]), we design specific bench-

marking scenarios to show the scalability of WATTSON.
As shown in Fig. 4, we use power grid layouts with 𝑛

branches (𝑛 = 2, ..., 64), all connected to a single medium
voltage bus. Each branch contains four low-voltage buses
with a linked RTU each, a transformer, four loads, a
generator, and an RTU for the transformer, resulting in
a linearly growing number of hosts, switches, and links.
We express the combined number of assets within the ICT
network and power grid as scenario size 𝑆.

We then investigate (i) the IEC 104 communication
latency induced by network stacks and link delays; (ii)
the coordination overhead from the delay between RTUs
and coordinator; and (iii) the power flow computation time
needed to simulate the grid state. Here, the communication
latency per hop should closely adhere to the defined link
delays of 2ms plus a minor overhead induced by network
stacks. The coordination overhead should be as low as
possible and independent of scenario sizes. Finally, the
power flow computation must not exceed delays induced
by physical components in real-world power grids, ranging
from tens of milliseconds up to 10 s [17].

To obtain reliable measurement results, we conduct 10
independent runs for each power grid layout (Cigre MV,
Simbench 1-MV-semiurb-0-sw, and our benchmark-
ing grids with 2, 4, ..., 64 branches). During each run, the
MTU performs 10 rounds of read and control commands,
where all data points referring to bus voltages are read
while all generators are set to active power outputs of 50%
or 100%, alternating between rounds. Hence, the resulting
traffic should scale with the size of the power grid while
control commands trigger power flow computations.

We show our measurement results in Fig. 5, depicting
the arithmetic mean over all runs with the 98% mean con-
fidence interval. First, we ascertain that power flow com-
putations logarithmically scale with increasing grid size,
exhibiting adequate scalability of the power simulation.
Similarly, the coordination overhead is reasonably low,
with a maximum mean coordination overhead of 1.5ms.
Hence, we assess that the simulation-induced overheads of
power flow computations and coordination are suitable to
match real-world deployments and thus enable conducting
and evaluating cyberattacks at realistic scales.

Moreover, we observe strict adherence of the mean
hop delay to the configured link delay of 2ms, with a
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maximum mean of 2.2ms and a maximum 98% confi-
dence interval width of 0.12ms across all scenarios. Here,
the delay slightly increases with growing scenario sizes
due to scheduling effects when more nodes need to be
simulated than CPU threads are available. These numbers
are more than sufficient to evaluate cyberattacks at realistic
scales. Still, for larger scenarios or less powerful hardware,
WATTSON supports horizontal scalability by distributing
the network over multiple systems.

3.2.3. Flexibility & Cybersecurity. To tap WATTSON’s
full potential, provided by its accuracy and scalability,
we must ensure that its cybersecurity research capabilities
offer extensive flexibility. Here, WATTSON addresses flexi-
bility requirements on various levels. First, neither the ICT
nor the power grid topology are fixed or restricted. They
can be freely defined independently of each other, laying
the foundation for flexible research scenarios. Second,
their individual behavior as well as their coupling can
be flexibly configured, e.g., the implementations of RTUs
and any other host are freely exchangeable, and moni-
toring and control behavior can be adjusted as needed.
In addition to these general flexibility aspects, WATTSON

further offers flexibility regarding the research questions.
Its network emulation approach allows for arbitrary attack
implementations, ranging from custom-made attacks to
deployment of real-world malware, whereby WATTSON

already includes an exhaustive library for such attacks.
Combined with capabilities for deploying potential coun-
termeasures, e.g., IDSs or safety measures, WATTSON

provides an extensive toolbox for various research sce-
narios, such that we assess its flexibility as suitable for
cybersecurity research in power grids.

To summarize, our evaluation shows that WATTSON

accurately replicates experiments in a physical testbed
and can perform real-time simulations of reference and
benchmarking scenarios with sufficiently low overhead,
thus being able to scale to realistic power grid sizes. Fur-
ther, it enables flexible topologies for the ICT network and
power grid to conduct various customized cyberattacks
and deploy arbitrary countermeasures. These combined
properties underline WATTSON’s suitability for sophisti-
cated cybersecurity research in power grids.

4. Analyzing the Impact of Cyberattacks
Our evaluation shows that WATTSON fulfills the re-

quirements for performing sophisticated cybersecurity re-
search for power grids. Thus, we implemented several
attacks using WATTSON, where we followed the attack
classes from §2.2 and discussed and validated their prac-
tical relevance with domain experts from a national cy-
bersecurity agency and multiple grid operators.

For all attacks, we rely on the realistic Simbench [70]
1-MV-semiurb-0-sw medium voltage distribution
grid, representing a suburban grid with two transformers
connecting a 110 kV grid to a 20 kV grid, resulting in
a total of 475 assets. The corresponding ICT network
includes 119 RTUs, a total network node count of 239,
resulting in a scenario size of 714. We define a link latency
of 2ms and a bandwidth of 100Mbit∕s.
Threat Model. We assume that attackers gained ac-

cess to the ICT network either by breaking into an insuf-
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center (middle). However, the adjacent RTU 𝑁 measures the outage and
informs the control center (bottom), leading to a correct SE.

ficiently secured facility, e.g., an unmanned substation, or
through a remote attack, e.g., spear-phishing [50]. Thus,
the attackers cannot fully control where they gain access
to the network. However, they might use network recon-
naissance to gather information about vulnerable devices
and services to plan and execute the attack.

We begin our analysis with physical attacks, i.e., dis-
connecting or destroying equipment (§4.1). Then, we con-
duct DoS and ARP flooding attacks to analyze the impact
of syntactic attacks (§4.2). Finally, we study semantic
attacks where the attackers manipulate communication to
disrupt the safe operation of the power grid (§4.3).

4.1. Physical Attacks on Grid Equipment

The cross-domain representation of the power grid
within WATTSON allows for studying the interplay of ICT
and power grid components during an attack. As an ex-
ample scenario, we implement a physical attack against a
local substation, where the attackers physically disconnect
or destroy ICT devices, i.e., the substation’s RTU 𝐷, and
local power grid equipment, i.e., transmission lines and
the bus bar. Thus, the substation becomes inoperative for
controls issued on-site and remotely. We plot the resulting
effects on the power grid and communication in Fig. 6.

The attackers physically destroy the equipment at
≈50 s, disconnecting the entire substation from the grid
and causing a locally constrained blackout. Consequently,
the current over the power line connected to this substa-
tion immediately drops to 0A. Furthermore, this attack
interrupts the communication between the substation and
the control center, mainly affecting the periodic mea-
surements of the corresponding RTU 𝐷. Therefore, the
MTU attempts to re-establish the connection after the
TCP connection times out, indicated by the repeated TCP
SYN packets in the communication plot. Since the RTU
is disconnected from the network, the responsible router
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Figure 7. For both syntactic attacks, we attach an attack host via a 1Gbit
link to a switch in the network. During the flooding attack (a), attackers
flood RTUs 𝑇1 and 𝑇2, mainly saturating the indicated link. During ARP
spoofing (b), attackers poison the ARP caches of RTU 𝑇1 and the router.

sends ICMP packets to the MTU, stating its unreacha-
bility. Since the measurements of an adjacent substation
(RTU𝑁) cover the impacted power line, the control center
can localize the defects. As shown in Fig. 6, they are also
covered by the state estimation.

Through conducting this attack with WATTSON, we
can understand the locally limited impact of physical
attacks on power grids. Furthermore, this simulation il-
lustrates that operators have various means on the power
grid and communication side to detect such attacks, as
their immediate impact is comparable to a physical outage.
However, attackers might also exploit their access to target
a specific remote device, as presented in the following.

4.2. Syntactic Attacks on Grid Communication

Increasing the complexity of attacks, we continue with
assessing the potential harm of syntactic attacks against
the ICT network, aiming at a DoS condition: a TCP SYN
flooding [19] attack against a network branch and ARP
spoofing [86], [111] as a more precise attack measure.

4.2.1. TCP SYN Flooding. Depending on the networking
equipment and the targeted RTUs, such an attack might
saturate the network’s throughput capabilities or exhaust
the resources at the targeted host by creating thousands of
TCP contexts. As a result, connections might get delayed,
leading to higher packet loss and even collapsing TCP
connections due to excessive delays. To comprehensively
understand these effects, we divide the considered net-
work into equivalence segments following the network

configuration and topology, as shown in Fig. 7. We expect
a comparable impact on the devices belonging to the
same segment. With this approach, we can subsequently
analyze the TCP SYN flooding impact on each segment’s
representative device to understand this impact. We use
hping3 with three processes for each target, flooding
the target with randomized source addresses and a TCP
payload of 1400B. The attack is executed from a single
host, attached to a switch via a 1Gbit link.

Fig. 8 shows the impact of this attack on the ability to
reliably communicate measurements of the grid state for
the different equivalence segments. Due to the attackers’
position in the network, the IEC 104 communication of
the two targeted RTUs 𝑇1 and 𝑇2 is not notably affected
by the attack since the primarily flooded link is not on
the path between either RTUs 𝑇1 and 𝑇2, and the MTU
(equivalence segment 𝐵). For similar reasons, RTU 𝑈 ’s
communication is not impaired, as holds for all RTUs
in equivalence segment 𝐶 . However, since the commu-
nication of RTU 𝑉 (and all other RTUs in equivalence
segment 𝐴, 51 RTUs) entirely depends on the saturated
link segment, it loses connectivity to the MTU during the
attack, resulting in the absence of measurements and a
loss of visibility for the control center.

In particular, the attack leads to a loss of periodic
measurements from 51 of the 119 RTUs, further affecting
the grid state estimation. As shown in Fig. 8, a loss of
up to 42% of measurements heavily impacts the state
estimation accuracy, as both applied estimation modes
exhibit significant inaccuracies during the attack. Here,
assuming formerly reported measurements to remain valid
when periodic transmissions are missing (SE Default)
results in the estimation to stay close to these outdated
measurements. In turn, dropping outdated measurements
(SE Decay) occasionally achieves a more precise estimate
of the actual grid state but also exhibits large deviations.

In summary, we could reveal the profound linkage
between the ICT and the power grid, where even a simple
flooding attack significantly impacts the visibility and con-
trollability of the power grid. Moreover, the impact mainly
depends on the attackers’ location within the network and
the timing of the attack, as the sole loss of visibility does
not necessarily induce a critical grid state. However, in the
presence of significant changes in power consumption, the
lack of visibility might destabilize the grid, trigger wrong
control action decisions or prevent their realization. Still,
such attacks are rather evident to grid operators.
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4.2.2. ARP Spoofing. The effectiveness of TCP SYN
flooding strongly depends on the attackers’ attachment
point within the network. In contrast, ARP spoofing [86] is
a more targeted attack strategy for DoS, potentially allow-
ing attackers to intercept and interrupt IP-based commu-
nication within a subnet. By sending forged ARP replies,
attackers can poison a victim’s ARP cache and manipulate
the mapping of IP addresses to MAC addresses. Essen-
tially, the attackers announce themselves as the host with
the IP addresses of their victims, causing corresponding
packets to be forwarded to the attack host instead of the
original destination. Consequently, they can eavesdrop on
the communication and especially drop arriving packets.

For the spoofing attack, we use the same configuration
as in the TCP SYN flooding attack scenario (cf. Fig. 7).
We send spoofed ARP packets to the router and RTU 𝑇1
using arpspoof. After poisoning the ARP caches, the
traffic between the two hosts is redirected to the attack
host, which drops all traffic and thus induces a DoS
condition. Thus, the TCP connection between the MTU
and RTU 𝑇1 times out, and no more measurements from
the RTU arrive at the control center. As the results in
Fig. 9 indicate, even the loss of a single information source
results in a decreased accuracy of the state estimation for
the affected grid components, especially for the default SE
behavior. After the ARP spoofing attack stops, the ARP
cache takes another ≈30 s to recover from the poisoning,
i.e., the attack effects last longer than the actual attack.

Compared to TCP SYN flooding attacks, ARP spoof-
ing allows for more precise target selection since only the
targeted RTU 𝑇1 is affected by the attack. However, as the
combined results of WATTSON show, even losing a single
RTU affects the visibility within the grid and might even
interfere with control commands. Still, such attacks can be
easily detected, as missing measurements clearly indicate
an anomaly (defects or attacks).

4.3. Comprehensive Semantic Attacks

While syntactic attacks (cf. §4.2) might achieve a loss
of visibility and control within the power grid, they do
not actively interfere with the grid operation. Further,
they are easily detectable and preventable. Thus, we shift
our focus from syntactic attacks to more sophisticated
domain-specific semantic attacks. Here, attackers actively
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Figure 10. The Industroyer malware connects to two RTUs placed at
the central substation of the Simbench reference grid. During the attack,
the malware issues single-point commands to open all circuit breakers
managed by these RTUs to disrupt the power supply of the grid.

manipulate and inject commands and monitoring infor-
mation by utilizing knowledge about used protocols, the
grid’s configuration, and the semantic meaning of net-
work communication. In the following, we first analyze
Industroyer [12], a real-world semantic attack that led to
an actual blackout, before we study a stealthy false data
injection attack.

4.3.1. The Industroyer Circuit Breaker Attack. The
Industroyer family [12], which, among other things, targets
IEC 104-based networks by sending control commands
to RTUs, is a real-world example of such a semantic
interference strategy. During the Ukrainian power grid
attack in 2016 [69], the Industroyer malware successfully
cut power for a fifth of the capital Kyiv. In the more
recent Ukrainian power grid attacks in April 2022, its
successor, the so-called Industroyer2 [21], was (unsuc-
cessfully) used by attackers aiming to again induce a
blackout [21]. Industroyer attempts to connect to one or
multiple pre-configured IP addresses as an IEC 104 client
for issuing control commands. Thus, the attackers need
prior insider knowledge on the devices (RTUs) w.r.t. their
IP addresses and IEC 104 configuration, i.e., the malware
configuration further includes the common address (COA)
and associated IOAs for each configured RTU [12], [21].
By issuing control commands to open or close circuit
breakers, Industroyer disconnects or connects the respec-
tive grid parts from the power supply.

We implement an attack reproducing the behavior of
the Industroyer malware in WATTSON to analyze its poten-
tial impact on the power grid. As we depict in Fig. 10, we
deploy an attack host configured to connect to two RTUs
responsible for the central substation of the grid. Imme-
diately after establishing these connections, the attackers
repeatedly issue IEC 104 single-point commands for two
minutes, causing the circuit breakers to open, effectively
disconnecting most of the medium voltage grid from the
high voltage grid. Closely following the implementation
of the Industroyer malware, we use a dedicated thread per
RTU, each issuing control commands in a 3 s interval [20].

In Fig. 11, we visualize the command injections, their
effects on the circuit breakers, and the total power load.
When the attack starts, the attackers issue control com-
mands to open the pre-configured circuit breakers. After
12 s, a command for each circuit breaker has been issued,
disconnecting more than 1.6MW of load from the grid.
Essentially, this creates a large-scale blackout with little
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1.6MW of load being disconnected from the grid, causing a blackout.

potential for effective countermeasures by the operator.
Even after the attack stops, restoring the grid’s full oper-
ation can take several hours to days, as equipment might
be damaged, and the grid requires a gradual restart [80].

As Industroyer does not rely on ARP spoofing, pre-
venting it requires further measures besides, e.g., static
ARP tables. Even the detection of unauthorized devices
would not suffice to detect and prevent this attack since, in
the real-world attack, the malware was deployed on hosts
controlled by the grid operator [21]. However, a stringent
whitelist of allowed IEC 104 clients and/or message au-
thentication can reduce the chance of a successful attack.
We exemplary verified the impact of a whitelisting ap-
proach: Configuring RTUs to reject IEC 104 connections
from hosts different from the MTU renders the current
Industroyer attack unsuccessful (thus attackers, e.g., would
additionally need to spoof the IP address of the MTU).

Our results obtained using WATTSON are twofold:
First, they underline the significant security flaws of real-
world power grids that enable such attacks. With only
limited knowledge about the power grid and its network
configuration, attackers are able to cause significant phys-
ical damage and induce a blackout. Second, they demon-
strate that implementing countermeasures, e.g., whitelist-
ing IEC 104 clients, effectively hamper attack success.

4.3.2. False Data Injection. Despite the severe conse-
quences of the Industroyer attack, its effects are imme-
diately visible to the grid operator. Therefore, we now
assume sophisticated attackers with advanced knowledge,
targeting to transparently manipulate measurements sent
to the control center to obfuscate the attack’s effects in a
future-oriented scenario with numerous renewable power
sources attached to the ICT network. Similar to the previ-
ous attacks, we deploy an attack host, as shown in Fig. 12,
which establishes itself as an MitM between the MTU and
multiple RTUs using ARP spoofing. Alternatively, attack-
ers might also physically reconnect networking cables via
the attack host. To evaluate the potential cascading effects
of the attack, we deploy virtual safety devices at each

Power Grid
ICT Network
Logical Link

Semantic MitM 

Attack Scenario

Circuit Breaker

MTU

Attacker

Switch
Attacked 

Plants

Manipulated 

Measurements

Recorded 

Measurements

RTU D2

RTU A

RTU D1

RTU D3

Figure 12. For the false injection, the attackers place themselves as
an MitM between the MTU and four RTUs. After an initial recording
phase, the attackers transparently inject commands for deactivating the
power infeed of two renewable power plants. Subsequent measurement
transmissions are manipulated to reflect the original grid state.

circuit breaker, monitoring voltage, and current limits and
disconnecting parts of the grid if these limits are exceeded.

As an MitM, the attack host records all measurements
and control commands for 60 s. Afterward, it injects two
control commands to shut down the power infeed of two
renewable plants at RTUs 𝐷2 and 𝐷3, as indicated in
Fig. 12, and suppresses the respective command confir-
mations (to hide the command injection from the control
center). For each injection, manipulation, or suppression
of packets, the attackers adjust the sequence and acknowl-
edgment numbers for the TCP and IEC 104 connections.
Hence, the original communication partners are entirely
unaware of the intercepted communication. To conceal the
physical impact of the injected commands, the attackers
replace subsequently communicated measurements of the
targeted RTUs with those matching the trend of the initial
recording phase (freezing). Further, they suppress any
control commands sent from the control center (while
still acknowledging them), yielding the operator without
control over the attacked RTUs.

As shown in Fig. 13, the active power infeed at the
buses controlled and monitored by RTUs 𝐷2 and 𝐷3
drops close to 0 kW after the command injection at 150 s.
However, the manipulated measurements still report an ac-
tive power injection of 691 kW and 1.47MW, respectively.
Due to the inconsistencies between the measurements
from the attacked RTUs and the remaining RTUs, the con-
trol center’s state estimation miscalculates the grid state
significantly, incorrectly suggesting an increased power
drain of more than 2MW at the bus at RTU 𝐴.

Besides hindering the localization of the actual event
leading to these deviations and complicating the detection
of the attack along with potential countermeasures by the
grid operator, this attack might even provoke improper
reactions by the grid operator, e.g., targeted load shed-
ding at the bus controlled by RTU 𝐴. Depending on
the attackers’ technique for establishing themselves as an
MitM, stopping the ongoing attack might require physical
interaction of the grid operator and time-consuming recon-
nections of power grid assets. The combination of active
interference with the grid operation by hiddenly injecting
control commands and the subsequent false data injection
for obfuscating the commands’ existence and effects thus
emerges as a particularly critical attack scenario.

To summarize, our evaluation using WATTSON illus-
trates the inseparable connection between ICT and physi-
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the command injection. As a consequence, the actual grid state, reported measurements, and the state estimation (SE) results differ significantly.

cal processes in power grids. Further, we see that attackers
can exploit knowledge of the power grid’s structure and
operation to amplify the immediate effects of attacks.

Overall, our analysis of the impact of various cy-
berattacks on power grids using WATTSON shows the
importance of comprehensively considering effects on the
communication and energy side of power grids to fully
understand the attack capabilities, thus paving the way for
adequately securing tomorrow’s power grids.

5. Discussion and Future Research
Using WATTSON, we reproduced and analyzed differ-

ent attacks from various attack classes (cf. §2.2) where
the attackers increasingly require more knowledge about
the power grid, correlating to the criticality of the attack’s
impact. In the following, we discuss the insights gained
during our evaluation of the impact of cyberattacks (cf.
§4) and identify further research potential.

As the least sophisticated attacks, physical attacks,
e.g., destroying equipment, typically only have a locally
limited impact on the power grid operation due to the
redundant structure of such grids. Here, WATTSON enables
an impact assessment of outages of different components,
thus identifying which components require special protec-
tion. Moreover, it spurs improving the detection of out-
ages, regardless of whether they result from a cyberattack
or a purely technical failure, e.g., by identifying distinct
artifacts of such outages w.r.t. to communication behavior.

In turn, syntactic attacks can impede the visibility
of the grid operator. Moreover, we also understand that
syntactic DoS attacks do not actively change the grid state,
and the grid remains operational as long as no control
commands are required. While power grids traditionally
only occasionally required active control [73], increasing
power demands and renewable power sources nowadays
lead to a higher necessity for active control commands.
Thus, such modern power grids are more affected by DoS
attacks against the communication network. Nevertheless,
albeit rarely performed in practice, such attacks are pre-
ventable and easily detectable, e.g., with static ARP tables,
switch port authentication or deactivation, rate limiting,
and IDSs. Here, WATTSON provides a safe environment
to test such security measures before rolling them out.

Most importantly, we studied complex semantic at-
tacks, illustrating how attackers can physically damage the

power grid by (remotely) exploiting susceptible ICT. In
particular, our results show that false data injection attacks
involve a high risk for grid operators since they actively
manipulate the grid’s state while also obfuscating the at-
tack’s impact, leading to delayed reactions. In the extreme
case, a sophisticated attack can cut off parts of the grid or
permanently damage physical assets while simultaneously
faking normal grid conditions to the grid operator. Besides
statically freezing the current grid state, such an attack
could also react to changes in other regions of the grid and
influence the power flow, making it virtually impossible to
detect the attack (both on the ICT and energy side) based
on received measurements.

While we primarily designed and demonstrated WATT-
SON for analyzing the impact of cyberattacks, our discus-
sion indicates enormous further potential for WATTSON to
strengthen cybersecurity in power grids. As evident from
our analysis and discussion, there is an inherent need to
roll out measures to prevent (e.g., encryption and authen-
tication of commands and measurements) and detect (e.g.,
intrusion detection systems) such cyberattacks.

However, power grid operators are typically reluctant
to roll out any changes to their infrastructure as they
fear negative impacts on grid operation and often feel
overwhelmed with selecting, prioritizing, and adapting
security measures. For example, power grid operators have
been reluctant to introduce comprehensive authentication
and encryption since intensive computations for long-
living, resource-constrained devices contradict the power
grid’s stringent availability and latency requirements [22],
[34], [35]. Likewise, when considering intrusion detection
systems, operators face the challenge of reliably locat-
ing an attack’s origin within geographically widespread
power grid networks [5] without extensive sensor place-
ments [10]. Here, WATTSON can serve as a safe envi-
ronment to try out and evaluate such approaches for the
prevention and detection of attacks, e.g., to ensure that
security measures do not impact the grid’s availability
or to assist in identifying optimal sensor placement for
detection approaches. Indeed, WATTSON has already been
applied to evaluate an intrusion detection approach based
on discrete-time Markov chains [113]. In ongoing work,
WATTSON provides the foundation to study how network
intrusion detection in power grids can be enhanced with
automated facility monitoring [89].
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Ethical Considerations. We acknowledge potential
risks arising from our work, especially for power grid
operators. However, we are convinced that the advantages
of evaluating cyberattacks for understanding their impact
and deriving suitable countermeasures outweigh the risks.
We further adopt multiple measures to minimize such
risks: First, we do not develop entirely new cyberattacks
against power grids but focus on existing ones. Second,
we refrain from publishing any implementation of the
conducted attacks to prevent misuse of our research. This
is in line with the judgment of domain experts from a
national cybersecurity agency and multiple grid operators
with whom we discussed the performed attacks.

6. Conclusion

This paper addresses the challenge of comprehensively
researching cybersecurity within power grids as a cyber-
physical system. Our related work analysis reveals that
existing research environments do not sufficiently cover
the requirements for such a comprehensive methodology.
Therefore, we introduce WATTSON, an open-source re-
search environment for studying sophisticated cyberat-
tacks against power grids of realistic sizes and, primarily,
their impact on communication and physical processes.
We validated WATTSON’s accuracy against a physical
testbed, showed its scalability using benchmarking sce-
narios and reference power grids, and expounded its flex-
ibility and suitability for cybersecurity research.

Accordingly, we used WATTSON to recreate and an-
alyze different attacks of increasing complexity against
a realistic reference distribution grid [70], including the
sophisticated Industroyer attack, which was used to attack
Ukrainian power grids [21]. Our analysis of the impact
of different attacks reveals that with increasing technical
knowledge of the grid, attackers can shift from a locally
limited attack impact to an active disruption of the power
grid’s operation and even cause widespread blackouts.

While such attacks can already be devastating, ob-
fuscating their effects by manipulating measurements and
interfering with countermeasures further aggravates their
impact. WATTSON provides the necessary means to re-
searchers and grid operators for analyzing and compre-
hending the combined impact of such advanced cyberat-
tacks on the communication and physical side of power
grids. Moving forward in securing power grids based
on this knowledge, WATTSON offers a safe and risk-
free environment to test countermeasures, validate their
effectiveness, and ensure the absence of unintended side
effects on reliable power grid operation.
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