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Abstract—Cryptographers have long been concerned with
secure messaging protocols threatening deniability. Many
messaging protocols—including, surprisingly, modern email—
contain digital signatures which definitively tie the author
to their message. If stolen or leaked, these signatures make
it impossible to deny authorship. As illustrated by events
surrounding leaks from Hilary Clinton’s 2016 U.S. presidential
campaign, this concern has proven well founded. Deniable pro-
tocols are meant to avoid this very outcome, letting politicians
and dissidents alike safely disavow authorship. Despite being
deployed on billions of devices in Signal and WhatsApp, the
effectiveness of such protocols in convincing people remains
unstudied. While the absence of cryptographic evidence is
clearly necessary for an effective denial, is it sufficient?

We conduct a survey study (n = 1, 200) to understand how
people perceive evidence of deniability related to encrypted
messaging protocols. Surprisingly, in a world of “fake news”
and Photoshop, we find that simple denials of message author-
ship, when presented in a courtroom setting without supporting
evidence, are not effective. In contrast, participants who were
given access to a screenshot forgery tool or even told one exists
were much more likely to believe a denial. Similarly, but to a
lesser degree, we find an expert cryptographer’s assertion that
there is no evidence is also effective.

1. Introduction

Cryptographic deniability—a problem long considered
largely theoretical—has recently come to play a major role
in world events. In the closing weeks of the 2016 United
States presidential election, approximately 58,000 emails
from Hillary Clinton’s campaign were publicly leaked [1],
[2]. The Clinton campaign broadly denied the authenticity
of the emails, claiming that they were doctored as part
of a smear campaign [3]–[5]. Since emails are generally
unauthenticated, they give plausible deniability: conversa-
tion participants can claim they did not author a message.
Unfortunately for the Clinton campaign, security researchers
soon pointed out a problem with the campaign’s denials: the
emails were cryptographically signed—not by the authors—
but by the Mail Transfer Agents’ (e.g., Google’s servers) use
of Domain Keys Identified Mail (DKIM), a security feature
implemented by many email providers to combat spam [6].
The messages were therefore verifiably unaltered [7]–[9].
Cryptographic signatures on the emails rendered the denials

ineffective, a pattern that has repeated in subsequent inci-
dents as recently as March 2022 [10].

Political emails are one highly salient situation where the
ability to deny message authorship can be valuable, but not
of course the only one; deniability has also been proposed,
for example, as a tool for dissidents to avoid persecution by
denying authorship of heretical messages.

Cryptographic deniability In 2004, Borisov, Goldberg,
and Brewer proposed Off-the-Record (OTR) [11], a proto-
col for encrypting and authenticating text messages while
removing the non-repudiation property provided by then-
standard signature-based approaches for authenticated en-
crypted communication such as GPG and S/MIME [12]–
[14], and consequently enabling deniability. OTR and simi-
lar protocols allow participants in an encrypted chat to know
messages are authentic during the chat, but provide no way
to transfer this knowledge to anyone else: there are no signa-
tures that a third party can check.1 Since then, deniability in
encryption protocols has seen considerable activity in both
academia and industry [15]–[17]. Successors to OTR are
now deployed in over two billion devices worldwide through
services like WhatsApp and Signal [18], [19].

Cryptographic deniability protocols like OTR implicitly
make a strong assumption: the absence of signatures on
messages is both necessary and sufficient for deniability,
i.e., unsigned messages, when revealed to third parties or
the public, will not be trusted by anyone. While this is the
appropriate scope for the technical challenge of developing
deniable cryptographic protocols, it leaves open an impor-
tant question: given a cryptographically deniable messaging
protocol, what else, if anything, does it take to achieve
deniability in practice?

To our knowledge, however, the question of how crypto-
graphic deniability interacts with human perceptions—and
consequently, how to improve real-world deniability—has
not previously been studied.

Research questions Are human decisions governed by
the same logic as cryptographic deniability? When faced

1. In OTR, Alice and Bob share a symmetric key used to generate
authentication tags for messages. Alice can regenerate the tag on received
messages and, if it matches, conclude that Bob authored the message (since
only she and Bob know the key and she didn’t write the message). A third
party, however, cannot verify the tag without the key. For added deniability,
OTR periodically rekeys and publishes the old key, allowing anyone to
make a forgery. Subsequent work uses stronger methods [15].
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with a text message, an alleged author, and a denial, how
do people decide who to believe and how much are they
willing to act on those beliefs? As we saw in the 2016 U.S.
presidential election, this is no longer a hypothetical.

If the absence of cryptographic evidence is necessary
for deniability, but insufficient, what kind of evidence will
people look for? What will be their default assumptions?
And what does it take for a protocol to achieve not just cryp-
tographic deniability, but human deniability that convinces
actual people a message may have been forged? These are
the questions motivating our work.

More specifically, as a first step, our study sought to
address the following research questions:

RQ1: Are people more likely to disbelieve alleged mes-
sages when the denial is accompanied by supporting
evidence?

RQ2: Are some types of supporting evidence for denials
more effective at changing beliefs than others?

RQ3: Does supporting evidence affect not just belief in
message denial, but also (intended) decisions related
to that belief?

RQ4: How do individual attributes like gullibility or polit-
ical leanings affect beliefs about message denial?

Approach To address our research questions, we con-
ducted a survey study with 1,200 people that presented
various arguments for deniability to different participants
and gauged their reactions. To remove as many potential
confounds as possible, but retain a context that would feel
realistic for our participants, the scenario for our survey
was a criminal trial. Participants played the role of jury
members and were asked to judge the guilt of a hypothetical
politician, who is accused of accepting a bribe. The evidence
for the bribery charge is a screenshot from the politician’s
messaging history. We will discuss the setup in greater detail
in Section 3.

As potential defenses, participants evaluated one of six
different forms of deniability evidence. This deniability
evidence fell into three general categories: no supporting
evidence (baseline), experts who testify about the properties
of the protocol, and the demonstration of tools that make
transcript forgery trivial. After participants reviewed this
evidence, we asked them about their beliefs, and then to
make a decision based on the case presented.

Key results We offer two key findings. First, one might
assume that familiarity with “photoshopped” images, so-
called “fake news,” and even “deepfake” videos2 would
all support the cryptographic perspective on deniability:
anything that cannot be affirmatively authenticated should be
assumed to be fake [20]–[23]. To our surprise, however, even
though 70% of participants either had or believed they could
fake a screenshot, two-thirds of participants who saw only
an assertion (without further evidence, see Section 3.1) that

2. For example, in a 2016 Pew study, 88% of American adults believed
fake news was causing some or a great deal of confusion [20], and about
half of college students in a 2021 survey were aware of deepfakes [21].

the message was fake believed that a simple screenshot con-
vincingly demonstrated wrongdoing. In contrast, no more
than 26% of participants who saw any type of deniability
evidence were convinced of wrongdoing.

Second, we find that some types of evidence are more
convincing than others: participants who tried out an inter-
active forgery tool were significantly more likely to believe
a denial than those who made their decisions on the basis of
testimony from expert cryptographers. Overall, we find that
deniability is obtainable, but messaging applications can do
more to help make deniability effective in practice.

2. Background and Related Work

Deniability is far from a new concept. Although the
inclusion of deniability as a feature of secure messaging
applications is relatively recent, deniability has a rich, non-
technical history, giving us insight into what deniability
might mean to users—i.e., how deniability evidence should
be designed. The following section provides a brief overview
of deniability from a non-technical perspective, followed by
a look at how deniability has been developed as a feature
in secure messaging protocols, and then how usable or
unusable those protocols are.

2.1. Deniability in philosophy and politics

Philosophical concepts of deniability focus on ambigu-
ity, using a statement-by-statement setting to analyze the
concept. In philosophy, researchers define deniability as
something to be attained through plausible explanations: de-
niability is gained when an utterance has multiple meanings,
meaning that the speaker may deny having meant one of the
particular meanings over another [24]–[27].3

From a U.S. political perspective, deniability matured
during the Cold War [29]. Again, ambiguity is a key animat-
ing concept, as described in the National Security Council’s
1948 definition of covert actions: “[Operations] so planned
and executed that any US Government responsibility for
them is not evident to unauthorized persons and that if
uncovered the US Government can plausibly disclaim any
responsibility for them [30].” This approach is perhaps best
exemplified by the Iran-Contra affair of the 1980s. During
this time period, the United States was rumored to be
involved in, and later found responsible for, the sale of arms
to Iran, during an arms embargo, prospectively to fund the
Contras [31]. Although President Reagan was implicated in
these plans, he was able to believably deny any knowledge
of the scheme [32]. Skepticism regarding the president’s
involvement was validated by a congressional investigation
following the scandal, but the investigation found the Pres-
ident responsible only in a should-have-known sense [33].

3. “Matt is running out of fuel and needs some fast. He stops and
asks a stranger where he can get some fuel. The stranger says ‘there is
a gas station around the corner.’ The stranger thereby implies (implicitly
communicates) that the gas station is open and has fuel” [27]. If, however,
the gas station were not open, the stranger could state he merely provided
an option, and did not say that the gas station were open or had gas; the
stranger’s statement has multiple interpretations due to ambiguity [28].
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2.2. Deniability in cryptographic protocols

Since deniability first appeared in computer security,
there has been no universal agreement on its formal defi-
nition [34]. That said, one generally accepted cryptographic
definition is stated in Unger et al.’s 2015 systematization
of knowledge paper: “Given a conversation transcript and
all cryptographic keys, there is no evidence that a given
message was authored by any particular user” [16], [35]. In
simpler terms, lack of cryptographic proof of authorship—
and the resulting ambiguity—provides deniability.

Deniability in secure communications protocols can be
divided into two types: participant deniability, or the de-
nial of participation in an entire conversation, and message
deniability, or the denial of one or more individual mes-
sages [16]. Here, we assume deniable schemes provide both
types. This both simplifies the denial story for study partic-
ipants and is in line with the deniability features of existing
encrypted messaging apps like Signal and WhatsApp.

The first practical, deniable secure messaging scheme,
OTR, achieves deniability with a Deniable Authenticated
Key Exchange (DAKE) plus malleable encryption [11], [36].
A shared ephemeral key created with a long-term, private
key allows sending and receiving parties to authenticate
communications with each other. Shared ephemeral keys
and malleable encryption allow recipients to manipulate
incoming messages, making them indistinguishable from
unaltered messages. If a ciphertext can be meaningfully
altered by a recipient, then any messages purported to be
authored by the sender could have theoretically been created
instead by the recipient, providing deniability.

Signal’s encrypted messaging protocol—also deployed
in other messaging applications like WhatsApp—has be-
come the de facto standard for secure messaging today. The
Signal protocol improves on OTR’s deniability by modifying
its DAKE [37]. In OTR, forging a transcript between Alice
and Bob requires either Alice or Bob’s private key or a
transcript of a legitimate conversation between Alice and
Bob to edit. As a result, forgeries can only practically be
fabricated by conversation participants themselves, not any
third party.

To achieve broader deniability, Signal uses an Extended
Triple Diffie-Hellman (X3DH [38]) key agreement that com-
putes a shared secret derived from multiple Diffie-Hellman
key exchanges: (1) between the sender’s and recipient’s
short-term keys; (2) between the sender’s long-term key
and the recipient’s short-term key; and (3) between the
sender’s short-term key and the recipient’s long-term key.
More details, which may subtly impact deniability, may
be found in the protocol specifications [38]. Because the
shared secret can be computed with knowledge only of both
ephemeral secrets, any party can forge a transcript between
two long-lived public keys [15], [18].4

Cryptographic deniability has also been studied under
specific constraints like email. Specter, Park, and Green

4. In contrast, in a real conversation, Alice knows she generated one of
the ephemeral keys and her long-term key and knows she kept the private
keys secret, so she knows the conversation is authentic.

devised a scheme which provides non-attributable DKIM
signatures for email [39] by releasing signing keys and
allowing retroactive undetectable forgeries. As a result,
signed emails leaked at a later date may be genuine or
they may be forgeries, and there is no way to to tell. Beck
et al. use a similar concept of time-deniable signatures,
but provide time-based computation limitations to enforce
timing restraints [40].

2.3. Secure messaging usability

Although deniability, specifically, has not been widely
studied in terms of usability or human perceptions, secure
messaging in general has. From the first “Why Johnny Can’t
Encrypt” study to the more recent “When SIGNAL hits the
Fan,” researchers have identified gaps in understanding that
can (and often do) undermine effective security [41], [42].
For example, Tan et al. found that key verification used by
applications like OTR and WhatsApp was insufficient to
protect users from a man-in-the-middle attack [43]. Similar
findings have applied to applications like Signal, Facebook
Messenger, Telegram, and many other secure messaging
tools [42], [44]–[48].

Additionally, researchers have identified gaps between
developers’ and end users’ beliefs about security [47], [49]–
[51]. Ermoshina et al. conducted international interviews
with high- and low-risk users, and with developers, focusing
on security concepts found in secure messaging tools [51].
Although the researchers did not focus heavily on deniabil-
ity, they did find that for some high-risk users, ephemeral
messages were of higher importance than cryptographic de-
niability, and that some users had developed ad-hoc practices
to try to achieve ephemerality and related goals. This moti-
vates our examination of how well cryptographic deniability
works in practice and how it might be improved.

3. Methods

To assess people’s perspectives on deniability, we de-
signed a between-subjects survey study which presented
different kinds of deniability evidence and then asked ques-
tions about participants’ beliefs. We initially ran the study
with 600 participants (Survey 1, December 2021). After
analyzing results, we conducted a second study Survey 2
(n = 600, February 2022), with greater statistical power, to
examine a subset of the effects in detail.

3.1. Study design

One of the major challenges of this research was de-
veloping a study design that would isolate perceptions of
deniability from any potential confounds while retaining as
much ecological validity as possible.

Pilot reveals design challenges Our initial survey de-
sign used a scenario involving the press leak of a politician’s
private messages, mirroring high-profile leaks in the real
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world [52], [53]. We piloted this version with four partic-
ipants, asking them to think aloud. The pilot participants
struggled to decide whether or not they believed the denials,
in large part because they wanted more context: without
more evidence about the politician in question, their history,
and the overall political environment, the pilot participants
were unable or unwilling to evaluate specific deniability
arguments.

After the pilots, we revisited the study scenario. We con-
sidered adding the context the pilot participants requested,
which would add more ecological validity, but would also
create several critical problems. First, the space of contex-
tual factors is unmanageably large, and they are hard to
disentangle: everything—a subject’s track record, their pol-
itics, their status, their appearance—could contribute to the
persuasiveness of an argument. By adding context, we may
also motivate participants to (dis)believe the denial on the
basis of the participant’s political affiliation or background.
Further, these contextual factors are external to messaging
apps themselves; learning how context affects deniability
will not necessarily lead to concrete recommendations for
protocol designers.

As a starting point for understanding the impact of
cryptographic deniability, we wanted to isolate only the
messaging properties in order to understand their direct
effects; we expect that follow-up work will build on our
findings to place these results in more context.

Courtroom setting To resolve this dilemma, we
searched for an approach that would let us isolate concrete
factors that would be actionable for protocol designers, yet
would not distract participants due to a lack of context.
We identified a solution that we believe offers a practical
compromise: setting our survey in a courtroom. Trials are
one of the few places where people are used to being told to
disregard bias in favor of specific pieces of evidence [54].
We therefore felt that asking participants to play the role of
a jury member would provide a convincing explanation for
why they were being asked to make decisions on the basis
of very limited evidence, rather than a broader set of facts.

Concretely, we asked participants to role-play that they
were jurors in a bribery trial of a governor, where the
key piece of accusatory evidence was a screenshot of a
messaging app; the defense presented different forms of
deniability evidence in order to argue for the governor’s
innocence. We tested this jury-trial framing with a small
number of participants from the same recruitment pool as the
main study (Section 3.4); finding it successful, we included
those initial participants in our sample and proceeded to full
recruitment.

Dependent variable Moving to the courtroom framing
opened up two possibilities for measuring the primary de-
pendent variable of our study: whether a respondent finds a
particular piece of deniability evidence convincing. One is
to ask about a participant’s belief and the strength of that
belief; the other, more trial-specific approach is to ask about
which verdict they would render (“guilty” or “not guilty”).

We decided to ask both forms of this question, because
there were no clear grounds for preferring one over the other,
and we had a basis to believe that people may approach them
in different ways. Namely, a verdict represents an action
(voting), and a literature review grounded in opinion dy-
namics and attitude-behavior consistency/inconsistency (so-
cial psychology) found that there may be more confidence
required to act versus hold a belief [55]–[57].

Discrepancies between beliefs and verdicts could also
occur if people have a higher bar for voting “guilty” com-
pared with holding a belief in someone’s guilt. This repre-
sents a potential limitation of the courtroom setting, which
we discuss next.

Courtroom biases While framing our study around a
trial allows us to sidestep many potential confounds due
to contextual factors, it potentially introduces its own set
of unique biases given that courtrooms are highly evidence
oriented. While we purposefully did not instruct participants
about evidentiary standards, media coverage or personal
trial experiences may expose people to various legal ideas,
which, in turn, can influence their decisions. For example,
someone who internalized the notion of “proof beyond a
reasonable doubt” may require a higher bar of proof in
a courtroom scenario than in other scenarios. Similarly,
those familiar with the legal principle “innocent until proven
guilty” may lean towards acquittal if they are uncertain.
On the other hand, some may hold the opposite position
and view the mere fact of a trial as evidence of culpability,
believing that the prosecution would not bring a case without
substantive reasons.

As the goal of our study was to compare different types
of deniability evidence, we presented each in their own
between-subjects conditions (Section 3.3). The biases dis-
cussed so far affect every type of evidence equally, enabling
comparisons.

Baseline condition As in most between-subjects ex-
periments, our study includes a baseline condition that we
use as a point of comparison, but our courtroom scenario
presents some challenges in designing it. We chose to have
the defendant simply state that the message is fake, with
no evidence (see Section 3.3). In a real courtroom, a de-
fense with no evidence could be inherently suspicious, and
therefore not as neutral as we might prefer in a baseline.
Other baseline options may also have been valid; however,
we were unable to identify an alternative that would be
truly neutral. Though a simple denial may be inherently
suspicious, complex denials rely on context or add other
kinds of evidence, which create challenges for comparison.

Because we focus primarily on direction of effect (‘is
this more convincing, compared with no evidence?’) rather
than on magnitude (‘how much more convincing is this,
compared with no evidence?’), we believe our choice of
baseline is reasonable, despite this neutrality challenge.

Generalizability This section has discussed the various
biases of the courtroom setting, which raises the question
of ecological validity: will people in the real world make
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Figure 1: Participants were shown the prosecution’s screenshot
evidence 1 followed by one version of the defense’s rebuttal 2 .
Afterwards, participants were asked a five-point question about
belief 3.a and to make a binary decision about guilt 3.b . Lastly,
we asked demographic questions 4 , including gullibility and
political leanings, and closed with a debriefing.

decisions about deniability in the same way as the “jurors”
in our study? Likely, no; in real life, no evidence will ever
exist in isolation. However, the factors we examine here will
play some part in real-life decisions, and by isolating them
we are able to understand them more precisely.

Like any study, ours involves trade-offs. By zooming in
on people’s decisions in a way that sacrifices some realism,
we are able to obtain a more detailed idea of what to look
at in follow-ups that will have greater ecological validity.
This is necessary because our study is, to our knowledge,
the first work on this topic; by constructing it in this way,
we provide a foundation for future work to build on.

3.2. Survey protocol

Overview The survey protocol consisted of four main
sections: (1) a description of the framing scenario; (2) the
deniability evidence; (3) questions about participants’ in-
terpretation of the evidence; and (4) demographic questions

and a debriefing. An overview of the study flow may be seen
in Figure 1. The full survey is available in Appendix A.

In the first section of the survey, following informed
consent, we asked participants to imagine a scenario where
they were selected to serve on a jury during a trial (see Sec-
tion 3.1 for further explanation regarding the choice of
a courtroom). Participants first saw a piece of accusatory
evidence referred to by the prosecution as “The Leak”—
a text message screenshot supposedly authored by a local
politician, Governor Arden Fowler. Based on statements
found in the leaked screenshot, the prosecution argues that
Governor Fowler is guilty of bribery, a federal crime [58].
Following the accusatory screenshot, participants answered
comprehension questions to ensure an understanding of the
screenshot’s implication regarding bribery.

Next, in the second section, participants saw one of six
types of evidence potentially providing deniability (detailed
in Section 3.3), presented as the defense’s rebuttal to the
accusation. To allow for between-subjects comparisons, we
kept all other parts of the survey consistent, but varied
the type of deniability evidence individual participants saw,
allowing us to measure the effectiveness of the evidence by
comparing responses in different experimental conditions.
Participants were again asked a comprehension question
about the evidence shown.

In the third section, we asked about participants’ belief
that Governor Fowler accepted a bribe (five-point Likert-
type scale) and for their verdict choice (binary). We also
asked some free-response questions about the evidence they
saw, as well as what other evidence might change their mind.

The final section of the survey consisted of a 12-item
gullibility scale [59], a political leanings question (five
points from very conservative to very liberal), a question
about experience with fake screenshots, and several demo-
graphic questions (age, gender, education, and technology
literacy). Participants were then debriefed and informed that
the study was designed to determine how users evaluate
the authenticity of text messages in the context of “leaked”
screenshots.

3.3. Conditions

To measure the effectiveness of various deniabil-
ity arguments, our survey assigned each participant
to one of six experimental conditions, which deter-
mined the deniability evidence shown to the participant:
BASELINE, EXPERT-JARGON, EXPERT-FRIENDLY, TOOL-
EXISTS, TOOL-TRYABLE, and TOOL-PROACTIVE. The first
condition acts as a baseline, the next two conditions rely on
experts, and the final three conditions involve the existence
of tools that make screenshot forgery trivial. A summary
of each condition is given in Figure 2; the full text can be
found in Appendix A. The following subsections describe
each condition in turn.

3.3.1. Baseline. The BASELINE condition provides the
weakest possible rebuttal evidence. The defense simply as-
serts: “This text message screenshot is fake.”
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Figure 2: The six different types of deniability evidence we
used in our between-subjects (i.e., one condition per participant)
study. Each condition lists a summary of information provided
to participants, with references to <example fake screenshot> or
<interactive forger> referring to images shown to participants or
the interactive, in-survey screenshot generator, respectively.

3.3.2. Experts. In the next two conditions, denials are ac-
companied by statements from cryptographic experts about
the deniability properties of a chat application and transcript.
Specifically, the experts state that there is no cryptographic
proof of authorship and anyone could have written the mes-

sage (see Section 2.2). We test this notion in two separate
conditions, one with and one without technical jargon.

In the EXPERT-JARGON condition, the defense offers
expert opinion by two cryptographers from prestigious uni-
versities (MIT and Cambridge). The experts opine that the
accusatory screenshot contains no “cryptographic proof” of
authorship, thanks to the use of a “triple Diffie-Hellman
handshake.” Therefore, cryptographers conclude, anyone
could have created a fake transcript (indistinguishable from
a real transcript) and then taken a screenshot of it.

Given that the above statements contain jargon which is
very likely to be foreign to a non-expert participant, we
also wanted to assess whether explaining some of these
technical terms could help with deniability; if users more
fully understood what cryptographers were saying, would
it improve deniability? To this end, the EXPERT-FRIENDLY
condition mirrors EXPERT-JARGON, but uses less technical
statements like “the app [used by the governor was] designed
to leave no record” and “no record was left in this case.”

3.3.3. Tools. Our next three conditions explore the idea of
making the theoretical possibility of message forgery more
practical, by providing examples of existing forgeries.

These conditions describe a hypothetical “new” mes-
saging app which allows chat participants to create or edit
anything in a chat, including metadata such as call logs.
Importantly, we also state that the governor is required to
use this app, in order to insulate against the belief that
use of this type of app is inherently suspicious [60]. This
same hypothetical app is introduced in all of the tools-based
conditions.

In the TOOL-EXISTS condition, we explain that the
governor was using the “new” app, which makes screenshot
forgery trivial. Participants are also given an example “fake”
screenshot which looks identical to the one provided by
the prosecution, but contains unrealistic information (the
governor talks about vacationing on the moon, see Figure 3).

The TOOL-PROACTIVE condition is loosely inspired by
the 2017 e-mail leaks associated with French President
Emmanuel Macron [61]. Specifically, this condition looks
at the case where an author proactively takes measures to
aid deniability by themselves sending fake messages [62]. If
an individual in a conversation thread mixes in “real” mes-
sages (i.e., validly sent and received messages which were
intended to be truthful in content) with “fake” messages (i.e.,
validly sent and received messages which were intended
to be untruthful in content) then a third party reading the
messages post-facto can only guess at which messages are
“real” and which are “fake.” As such, a third party cannot
rely on anything stated in a “leaked” message. Additionally,
the fact that all messages were validly sent and received—
and thus appear authentic even if nonsensical—can illustrate
that just because a message “looks” real does not mean it
is actually real.

Like the previous condition, participants are provided an
example screenshot of a fake message supposedly authored
proactively by the governor (the same one used in the TOOL-
EXISTS condition, shown in Figure 3).
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Figure 3: Screenshot shown to participants as an example of a
fake transcript that was easily generated by the forgery tool in the
TOOL-EXISTS and TOOL-PROACTIVE conditions.

The final condition, TOOL-TRYABLE, tests whether par-
ticipants’ ability to manipulate messages themselves impacts
deniability. In this condition, participants, after being told
about the “new” app used by the governor, were presented
with an interactive screenshot generator within the survey
itself (i.e., an embedded iFrame). The generator was based
on a modified version of Signal Desktop, and was designed
to allow editing, like the manipulation of text and the
deletion or addition of messages [63]. An example of the
sceenshot generator may be found in Figure 4. The UI was
designed to look realistic, but sufficiently dissimilar from
existing messaging applications to avoid bias.5 We used

5. The screenshot generation tool may be viewed and interacted with
at https://github.com/nathanReitinger/deniability-GUI.

Figure 4: Example of one type of deniability evidence provided to
participants, allowing the editing of a screenshot within the survey
itself (TOOL-TRYABLE). Participants were shown the interactive
screenshot editor (without the right-aligned comments shown here),
and could simply make these changes themselves.

the same screenshot generator tool to create all screenshots
presented to participants.

3.4. Study recruitment

We used the Prolific crowdsourcing platform to recruit
participants who were at least 18 years old, fluent in English,
resided in the United States, and had at least a 95% platform
approval rating. Because initial testing showed a severe
gender imbalance, we used Prolific’s gender-balancing filter
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to achieve an approximately even split among men and
women [64]. Participants were paid $1.67 for completing
the survey. Survey 1 took, on average, 8.7 minutes; Survey
2 took, on average, 8.2 minutes. Participants who failed both
comprehension check questions (see Section 3.2), provided
unreasonable free-text responses, or both were not paid and
were discarded from the data.

University of Maryland’s ethics review committee ap-
proved the study as “exempt” prior to recruitment. Partici-
pants were provided a consent form detailing study require-
ments, data retention procedures, and risks and benefits, and
were able to withdraw at any time by simply discontinuing
the survey. Participants were also debriefed as to the purpose
of the study after completing the survey.

3.5. Data analysis

Here, we describe the statistical tests used to answer
the research questions stated in Section 1. To understand
whether the existence of any deniability evidence impacts
participants’ beliefs (RQ1) and final decisions (RQ3), as
well as to understand the impact of personal and de-
mographic factors such as gullibility or political leanings
(RQ4), we use regression models.

We model the question of belief (five-point Likert scale,
did Governor Fowler accept a bribe) using an ordinal lo-
gistic regression. For the participant’s final decision (binary,
should the governor be found guilty or not guilty), we use
a logistic regression. For both regressions, we include the
condition and five potential explanatory variables (shown in
Table 1) as the input variables. To maximize explainability
while also avoiding overfitting, we apply model selection
by building models with all possible combinations of the
input variables, always retaining the condition variable (as
our primary variable of interest). We pick the model that
minimizes the Akaike Information Criterion [65].

To compare all non-baseline conditions (RQ2), we use a
two-tailed Mann-Whitney U test, appropriate for Likert data,
for the question of belief [66]. For the final decision (RQ2,
RQ4), we use Pearson’s χ2 test, appropriate for categorical
data [67]. Holm correction for multiple comparisons was
applied among all pairwise p-values [68].

We use qualitative coding to analyze free-text responses
to the question: “How did the defense’s evidence impact
your belief about whether Governor Fowler took the bribe?”
More specifically, we used inductive coding to create cate-
gories of “codes” which classified free-text responses [69].
One researcher made a codebook for this question, and
a second coder then worked with the first to code 10%
(n = 60) of the responses in tandem, revising the codebook
and establishing a baseline. Both coders then independently
coded batches of 10% of the dataset at a time, updating
the codebook between each batch, until adequate reliability
(defined as Cohen’s κ ≥ 0.8, or “almost perfect” [70]) was
reached. After achieving sufficient reliability, the first coder
coded all remaining responses, including re-coding any that
had been analyzed with an earlier version of the code-
book. To limit bias, free-text answers were coded without

reference to the participant’s experimental condition. After
eight rounds of paired coding and codebook revision (480
responses), the coders reached a κ = 0.86. The resulting
codebook may be found in Appendix B.

3.6. Limitations

Our study has several limitations common to human
subjects research. First, we observed a tradeoff between
providing more context for the bribery allegation—which
would potentially be more realistic—and precisely testing
only the deniability mechanisms of interest. This tradeoff
between ecological validity and experimental precision is
a standard limitation of survey experiments. We opted to
present a minimal scenario, with little additional context, in
order to maximize our ability to measure the effect of the
deniability evidence itself. We do not attempt to measure
how strong the effect of deniability evidence would be as
compared to other kinds of evidence, pre-existing political
beliefs, or other issues that mediate real-world judgment.

Second, our results might have been affected by several
standard survey biases, including social desirability (e.g.,
attempting to respond in a pleasing way), satisficing (i.e.,
low-effort responses), and demand effects (i.e., respond-
ing with an inferred survey purpose in mind) [71]–[73].
We took steps to reduce these biases by including multi-
ple comprehension-check questions, excluding low-quality
responses pursuant to the exclusion criteria discussed in
Section 3.4, and using a relatively low number of questions
to reduce study fatigue. We were also careful to avoid any
indication that the governor in our scenario was associated
with any particular political party, state, or real-life politi-
cian. We piloted our survey to assess these initial concerns,
making adjustments where necessary.

As with most crowdsourced samples, our sample is not
fully representative of the U.S. population; we describe
characteristics of our sample in detail in Section 4.1. Prior
work has acknowledged this limitation but has also found
crowdsourcing platforms to provide adequate sampling for
security- and privacy-related topics [74]. Further, we limited
our study to a U.S. context to limit political and cultural
confounds; future work should consider the effectiveness of
deniability evidence in other cultures and contexts. Nonethe-
less, we consider this a valuable first step toward under-
standing how cryptographic deniability affects perceptions
in practice.

4. Results

In this section, we describe our sample, as well as the
results of our initial and follow-up surveys.

4.1. Participants

As described in Section 3, our study consisted of two
parts: Survey 1, in which we compared the six conditions in-
troduced in Section 3.3, and Survey 2, in which we verified
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Variable Description Possible values

Independent Variables

Condition One of the six experimental conditions, always retained. Baseline: BASELINE

Gullibility score 12-item scale (e.g., “[p]eople think I’m a little naive”). Range: 12–84 (continuous)
Political leaning How would you describe your political views? Buckets: moderate (baseline), liberal, conservative
Education Highest level of education achieved. Buckets: college degree (baseline), no college degree
Technical knowledge Frequency of giving technology advice. Buckets: often or more (baseline), sometimes or less
Age How old are you? Range: 18+ (continuous)

Dependent Variables

Belief Arden Fowler [did—did not] sign a bill in exchange for money. Five points (Likert), definitely did to definitely did not
Decision Arden Fowler [is—is not] guilty of accepting a bribe. Two points (binary), is or is not

TABLE 1: Variables used in regression models. Model selection was used to pick among independent variables, with condition always
retained. We select one final model per dependent variable.

the previous survey’s results for a subset of the conditions
with greater statistical power. In total, 635 individuals started
Survey 1. Nine individuals were excluded due to failed
attention checks, unreasonable free-text responses, or a com-
bination of both; with dropout or timeout, 600 individuals,
in total, successfully completed Survey 1. In Survey 2, 640
individuals started the survey and 600 completed it; eight
participants were disqualified for failed attention checks,
unreasonable free-text responses, or a combination of both,
32 individuals either dropped out or timed out.

S1 S2 S1 S2

Gender Give Tech Advice
Female 50% 49% Almost always 13% 14%
Male 48% 50% Often 30% 25%
Other 3% 2% Sometimes 41% 44%
Prefer not to say 1% 0% Rarely 14% 14%

Never 2% 3%

Ethnicity Education
White 76% 77% Graduate/postgrad 13% 13%
Asian 12% 13% College/undergrad 37% 40%
Hispanic or Latinx 11% 9% Some college 24% 20%
Black or Af. Am. 8% 7% Assoc. degree 10% 9%
Am. Ind. or AK Nat. 1% 1% Vocational 2% 2%
Other 1% 1% High sch. or equiv. 14% 15%
Prefer not to say 1% 1% Some high sch. 1% <1%

Political Affiliation Age
Very liberal 23% 20% (18-30] 58% 48%
Liberal 36% 39% (30-40] 22% 27%
Moderate 26% 27% (65-100] 2% 2%
Conservative 12% 12% (50-65] 8% 11%
Very conservative 3% 2% (40-50] 11% 12%

TABLE 2: Participant demographics for Survey 1 (S1) and
Survey 2 (S2), rounded to integers. Percentages may not add to
100% due to selection of multiple options by participants.

We summarize participant demographics in Table 2. As
is common among crowdsourcing platforms, the participants
were younger, whiter, more educated, and more technically
savvy than the U.S. population as a whole [74]–[78]. A
majority of participants in Survey 1 (similar to Survey 2)
also identified as liberal or very liberal (59.7%), compared

to only 14.7% conservative or very conservative.6
Participants’ average gullibility score (both surveys com-

bined) was 31 of 84. The 25th, 50th, and 75th percentiles
were 22, 29, and 37 for Survey 1, and 23, 29, 37 for Survey
2. While developing the scale, Teunisse et al. [59] found
that scam victims scored around 41 and members of the
“Skeptics Society” scored around 28.

We asked participants if they had ever faked a screen-
shot, or if not, whether they believed they could. While
only 19.5% (both surveys combined) had faked a screenshot
themselves, another 51.2% said they could if they wanted
to, suggesting broad familiarity with the concept of fake
images.

4.2. Effects of evidence on beliefs about deniability

After viewing the screenshot that served as evidence
against the main character of our study, participants saw
one of six different rebuttals that denied the prosecu-
tor’s accusations (Section 3.3). Immediately afterwards, we
asked respondents whether they believed the allegations
(i.e., whether the governor accepted the bribe). Participants
answered on a five-point scale, indicating whether it was
“definitely” or “probably” true, “definitely” or “probably”
false, or whether the two outcomes were “equally likely.”

Overall trends (RQ1) Results for the belief question
are illustrated in Figure 5. In the BASELINE condition (n =
100), where the deniability evidence was simply a claim that
the accusation was false (with no evidence offered), only
5% said the governor probably did not take a bribe, and no
participant responded that they were definite about this. In
contrast, 66% said the governor definitely or probably did
take a bribe. Less than a third, 29%, were undecided.

The picture was much different in all cases where evi-
dence was presented (i.e., in every condition other than the
BASELINE). In all of these (n = 100 each), the plurality

6. We considered trying to balance political leanings, but found this
would reduce the pool of eligible participants significantly (from 53,219
to 3,172 when recruiting conservative-only participants); instead, political
imbalance is a limitation of our sample (see Section 3.6).
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Figure 5: Fraction of respondents in Survey 1 who believed
the governor was guilty or not guilty (i.e., belief) stacked against
fraction of respondents who acted on this belief in returning a
verdict of guilty or not guilty (i.e., decision). Most participants
outside of the BASELINE condition held the belief that it was
equally likely the governor did or did not commit this crime (39-
59%), and a majority of these participants ended up voting not
guilty (70%+).

of participants (and as high as 59% in TOOL-EXISTS)
stated that the claims for and against the governor were
“equally likely.” The fraction of respondents who believed
the governor did not take the bribe was at least four times
as high as in the BASELINE condition, with a minimum
of 22% (in the EXPERT-FRIENDLY condition). In contrast,
a maximum of 29% (in the TOOL-PROACTIVE condition)
believed the evidence against the governor.

The condition that participants found most convincing
was TOOL-TRYABLE (in which participants could them-
selves interactively generate fake screenshots, see Figure 4).
This condition had the highest fraction of respondents who
believed the governor was innocent (34%) and the lowest
fraction of those believing the accusations (13%).

Effect size and other explanatory variables (RQ1,
RQ4) We used an ordinal logistic regression to analyze
people’s beliefs about the evidence presented in our study
(Table 3a). This served three purposes: it allowed us to verify
the significance of the deniability evidence; it allowed us
to estimate how much the evidence shifted beliefs; and it
enabled us to test whether the effect could be explained by,
or was correlated with, participant demographics or other
personal characteristics. Table 1 lists the factors that were
included in the initial regression model.

We found that the differences between BASELINE and
every other evidence condition were statistically significant.
Specifically, compared to BASELINE, participants in other
conditions were 5.6–10.7 times as likely to increase one step

Odds Ratio 95% CI p

Belief
Condition (v. Baseline)
EXPERT-JARGON 5.6 [3.3, 9.6] <0.001
EXPERT-FRIENDLY 6.3 [3.7, 10.9] <0.001
TOOL-EXISTS 8.5 [5.0, 14.7] <0.001
TOOL-TRYABLE 10.7 [6.2, 18.6] <0.001
TOOL-PROACTIVE 7.0 [4.0, 12.2] <0.001

Demographic Covariates
Gullibility 1.0 [1.0, 1.0] 0.122

(a) Ordinal logistic regression
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Odds Ratio 95% CI p

Decision
Condition (v. Baseline)
EXPERT-JARGON 1.6 [1.4, 1.8] <0.001
EXPERT-FRIENDLY 1.7 [1.5, 1.9] <0.001
TOOL-EXISTS 1.7 [1.5, 1.9] <0.001
TOOL-TRYABLE 1.8 [1.6, 2.0] <0.001
TOOL-PROACTIVE 1.5 [1.3, 1.7] <0.001

Demographic Covariates
Politics (Conservative) 1.1 [1.0, 1.2] 0.084
Politics (Liberal) 1.0 [0.9, 1.1] 0.930

(b) Logistic regression

TABLE 3: Regression results from Survey 1 for belief that the
governor took a bribe (3a) and for decision (guilty or not guilty)
(3b). For belief, the odds ratios show that participants in each
non-baseline condition were 5.6–10.7× more likely to increase
one step toward believing the governor’s denial (compared to
BASELINE), holding all other variables constant. For decision,
participants in non-baseline conditions were 1.5–1.8× as likely
to choose not guilty, compared to BASELINE. Coefficients were
exponentiated to create Odds Ratios (OR); confidence intervals are
[2.5%, 97.5%]; statistically significant p-values are noted in bold.
Pseudo-R2 (Aldrich-Nelson) for belief is 0.2 and for decision is
0.3.

on the five-point belief scale, toward believing the gover-
nor’s denial. The TOOL-TRYABLE condition again emerged
as the most persuasive (evidenced by the highest odds
ratio), but not significantly more than the other deniability
conditions (as seen in the overlapping confidence intervals).

None of the personal characteristics tested in our model
(e.g., demographics, political views, or gullibility) were
found to be significant.

Differences between types of evidence (RQ2) To in-
vestigate how the non-baseline conditions compared against
each other and determine whether some types of evidence
were more convincing than others, we followed up our
regression with pairwise comparisons between all non-
baseline conditions using Mann-Whitney U tests (Table 4a).
While some differences were more pronounced than others,
none were significant after applying Holm correction to ac-
count for comparing every pair of conditions. The same was
true for our χ2 test, none of the comparisons were significant
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EXPERT-
JARGON

EXPERT-
FRIENDLY

TOOL-
EXISTS

TOOL-
TRYABLE

EXPERT-FRIENDLY 1.000
TOOL-EXISTS 0.794 1.000
TOOL-TRYABLE 0.145 0.259 1.000
TOOL-PROACTIVE 1.000 1.000 1.000 1.000

(a) MWU p-values of Survey 1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

EXPERT-
JARGON

EXPERT-
FRIENDLY

TOOL-
EXISTS

TOOL-
TRYABLE

EXPERT-FRIENDLY —
TOOL-EXISTS — —
TOOL-TRYABLE — <0.001 0.276
TOOL-PROACTIVE — — — —

(b) MWU p-values of Survey 2

TABLE 4: MWU results from Survey 1 (Table 4a) and Survey 2
(4b), showing pairwise comparisons among conditions. For Survey
1, all non-BASELINE conditions were compared to each other, and
the table shows p-values after Holm correction was applied. For
Survey 2, only two comparisons were made and no correction was
required. Statistically significant p-values noted with bold.

Figure 6: Fraction of respondents in Survey 2 who believed the
governor was guilty or not guilty (i.e., belief), and who returned a
verdict of guilty or not guilty (i.e., decision).

after correction. Because we did observe some plausibly
meaningful trends, we decided to pursue this question in
more depth by conducting a follow-up study; its results are
reported next in Section 4.3.

4.3. Replication study (RQ2)

As described above, when we compared the different
evidence conditions to each other, we observed some
apparent trends, but found no statistical significance after
correcting for multiple comparisons. We therefore decided
to perform a follow-up study (n = 600) to examine
these effects in more detail. The most likely conditions
to show significance (see Table 4 (Survey 1)) were the
comparisons between

〈
TOOL-EXISTS, EXPERT-JARGON

〉
and

〈
TOOL-TRYABLE, EXPERT-JARGON

〉
and〈

TOOL-TRYABLE, EXPERT-FRIENDLY
〉
.

In Survey 2, we focused on three of these four condi-
tions and increased statistical power (by doubling participant
counts to 200 per condition). Specifically, we planned to
compare TOOL-EXISTS to each of EXPERT-FRIENDLY and
TOOL-TRYABLE. Given only two planned comparisons, we
did not need to correct p-values [79], [80].

The beliefs and decisions exhibited in the replication
study were quite similar to those in Survey 1 (see Figure 6).
All deniability evidence pushed at least 20% of participants
to believe in the governor’s innocence and a large majority
to vote “not guilty.” Once again, the tool-based deniability
evidence was more convincing than testimony from experts.
Also as before, a greater number of people in the TOOL-
TRYABLE condition were convinced by the evidence than
in TOOL-EXISTS, but only by a slight margin.

Using Mann-Whitney U tests (Table 4b), we found
that the difference between EXPERT-FRIENDLY and TOOL-
TRYABLE was significant (α = 0.05), but the difference
between TOOL-TRYABLE and TOOL-EXISTS was not.

4.4. Willingness to act on beliefs (RQ3)

One of our research goals was to study how deniability
impacted beliefs versus (intended) decisions. In other words,
are people willing to make decisions based on the doubt
created in their minds by evidence of deniability? To study
this, in addition to asking participants about whether they
believed the evidence presented in our scenario, we asked
about how they would vote if they were a jury member in
this trial: guilty or not guilty. As described in Section 3.1, a
verdict is a somewhat unique type of decision, but nonethe-
less asking this question gives us some insight into the gap
between belief and action.

The results may be seen in Figure 5. Across all con-
ditions, approximately everyone who thought the governor
“definitely” or “probably” took a bribe opted for a “guilty”
verdict. As expected, those who believed the counter-
evidence generally voted “not guilty.” Interestingly, nearly
everyone who stated that the two outcomes were “equally
likely” also voted “not guilty.” It appears, therefore, that
voting to convict required greater certainty than voting
to acquit. This may reflect the general social-psychology
understanding that decisions are harder to affect than be-
liefs [55]–[57], but it also likely reflects the seriousness of
our courtroom scenario, in which voting to convict has life-
changing consequences for our imaginary governor.

We modeled people’s answers to this question using a
similar regression as for the beliefs question (Table 3b).
Overall, we found similar, but weaker, effects when looking
at verdicts versus beliefs. In this case, compared to the
baseline condition, participants were 1.5–1.8 times as likely
to choose not guilty. Here as well demographics and other
factors were not significant.

We also used χ2 tests to compare non-baseline con-
ditions. Although similar trends held in absolute numbers
(tools more effective than experts), we found no statistically
significant differences in either Survey 1 or Survey 2.
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4.5. Participant opinions

In addition to collecting people’s beliefs and decisions
in the hypothetical trial scenario, we directly asked partic-
ipants: how did the defense’s evidence impact your belief?
We used qualitative coding to categorize their answers,
which add context to our primarily quantitative results, but
should not be interpreted as standalone results [81].

A summary of our results may be found in Table 5. We
make several observations, all of which mirror our statistical
results. A majority of participants in the BASELINE condi-
tion felt that the defense’s evidence had no impact on their
opinion, and no one felt it had a large impact.

Interestingly, 10% of participants in the BASELINE
condition—much higher than in other conditions—indicated
that the defense had the opposite of the intended effect
and made them more likely to believe the accusation. This
was explained by some as the lack of evidence making the
accusation more convincing (e.g., P-23: “The defense’s lack
of evidence presented made me think the text was real.”).

In line with our statistical results (see Section 4.3),
we see that across all non-BASELINE conditions, the vast
majority of participants said the evidence had either a small
or a large effect (in the direction of believing the gover-
nor’s denial). More participants in the TOOL-TRYABLE and
TOOL-EXISTS conditions said the defense’s evidence had
a large effect on their decision or even made them change
their mind, when compared to the other conditions. Fur-
ther, there was minimal difference between TOOL-TRYABLE
and TOOL-EXISTS. Overall, most responses in the non-
BASELINE conditions reported a small effect.

We also asked participants what other evidence would
have changed their minds about the governor’s guilt. We
hypothesized that this question would give us insight into
the types of deniability evidence that might be most con-
vincing to users. Analyzing these comments informally,
we found that most participants looked for evidence that
would be difficult or impossible to provide through a secure
messaging app. For instance, one participant would change
their mind based on “irrefutable evidence in the form of
money trails, sworn testimony of witnessing parties [or]
prior history of questionable practices” (P-7), sentiments
which were expressed in piecemeal form by many other
participants. Likewise, another participant would look to
“voice recordings, documents, [and] phone calls” (P-78).

5. Discussion

Overall, we make two primary findings. First, the ability
to deny having made a statement is improved when either
experts confirm that there is no cryptographic proof of
authorship or a tool which makes the creation of forged
screenshots practical is involved. Second, these two types of
evidence are not interchangeable; a screenshot-forgery tool
provides a statistically significantly more effective denial
than an expert’s statement.

Deniability is not accepted by default Today’s society
seems primed for skepticism: “photoshopping” has entered
the dictionary [82], knowledge of deepfakes is becoming
more common [20]–[23], and the majority of Americans
believe “fake news” is a problem [20]. In this environment,
the cryptographic model of deniability seems like it might
be universal: absent cryptographic evidence, all accusations
are false. Our study strongly suggests otherwise. When
presented (in a courtroom scenario) with a simple denial
regarding authorship of a screenshot, a vast majority of
participants believed the screenshot over the denial—despite
there being no cryptographic proof (or any other evidence)
that the individual actually wrote the message. In other
words, the landscape of what deniability means to humans
does not necessarily match how cryptographers might think
about it.

Deniability requires evidence When evidence exceeds a
bare assertion, deniability is more effective: our participants
became more likely to believe a denial. In fact, participants
in all conditions except BASELINE were five to ten times
more likely to report increased belief in the denial—with
TOOL-TRYABLE showing the most promising results. These
findings suggest deniability is achievable and, therefore, a
worthwhile objective. We further observe that different types
of deniability evidence can have different effects.

Protocol deniability is largely convincing We wanted
to test whether the current way cryptographers think of
deniability—the absence of a cryptographic proof that the
sender authored a message—could be convincing. We en-
capsulated this in two expert-based conditions. We found
that people are receptive to this argument, with nearly
three quarters of participants finding this evidence at least
partially convincing. This result suggests that existing secure
messaging protocols, which incorporate deniability, may be
able to achieve their aim of convincing people that messages
in any given conversation may have been forged.

Clarifying jargon does not enhance deniability In our
jargon-filled expert condition (EXPERT-JARGON), the evi-
dence presented to participants included cryptographic terms
such as “triple Diffie-Hellman handshake,” which most non-
experts are unlikely to be familiar with. We wanted to
test whether using more comprehensible terminology, which
explained the same notions in an easier-to-understand way,
would make people more receptive to the deniability argu-
ment. Surprisingly, we found that participants trusted the
words of experts regardless of how comprehensible the
experts’ statements were. The beliefs we observed in the
more comprehensible condition (EXPERT-FRIENDLY) were
hardly any different from those in the less comprehensible
condition (EXPERT-JARGON). This suggests that deniability
is not necessarily more attainable when comprehension is
improved.

A forgery tool is more convincing than statements about
protocols We found that referencing tools which allow
chat participants to edit message transcripts improves deni-
ability more than experts making statements about how a
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Opposite of intended effect [TOOL-PROACTIVE] [I]t actually showed it was more likely he
wrote it, his staff would never do that as a test. (P-39)

10% 1% 1% 0% 0% 3%

No effect [BASELINE] [H]e did not provide any evidence to support his
claim, so it did not impact my belief in any way. (P-33)

45% 6% 7% 9% 8% 3%

Ambiguous (either no effect
or small effect)

[EXPERT-JARGON] It didn’t impact it much. While they say
there is no cryptographic evidence of who the author is, they
don’t discount that the author could still be Fowler. (P-44)

16% 5% 3% 6% 1% 2%

Small effect [TOOL-EXISTS] It made me think that it was more likely that
the first screenshot was faked and he may not have taken the
bribe. (P-75)

24% 70% 77% 60% 61% 72%

Large effect [TOOL-EXISTS] It seems very real and it is clearly seen that
other types of conversations can be created to make others seem
guilty, I think it is risky to use an application if you can edit
the messages, it is very likely that many false accusations can
be made, not only to Arden Fowler. (P-45)

0% 11% 11% 23% 23% 14%

Changed belief (from guilty
to either equally likely or not
guilty)

[TOOL-TRYABLE] It changed my mind that Gov. Fowler was
definitely guilty to a 50/50% change of guilt. If [I] used the
messaging app and saw it was easy to fake a text then I would
have serious doubt to the validity of the text message. (P-86)

1% 2% 1% 2% 4% 1%

Other [TOOL-TRYABLE] Why in the world would “politicians like
Arden Fowler [be] required to use a new, special messaging
app that helps neutralize disinformation campaigns.” Just to give
themselves an out to anything? (P-54)

4% 5% 0% 0% 3% 5%

TABLE 5: Percentage of participants per condition describing how the deniability evidence impacted their belief about whether Governor
Fowler took the bribe. Appendix B provides more detail on the codes and how they were generated.

protocol works. This trend from Survey 1 was confirmed
in Survey 2, showing a statistically significant difference
between EXPERT-FRIENDLY and TOOL-TRYABLE. Several
participants expressed sentiments similar to P-92: “Just be-
cause there is no cryptographic proof does not mean that it
has been faked.” This suggests that the current way deniabil-
ity is thought of by cryptographers may be necessary, but not
maximally effective, for convincing non-experts: the success
of the denial improves when the possibility of a forgery is
practical, not just theoretical.

First-hand forgery experience does not make a big
difference We hypothesized that being able to use an
interactive tool to produce fake transcripts would increase
an individual’s confidence in the possibility of forgeries by
tangibly demonstrating the simplicity of producing them. We
tested this by providing such a tool in the TOOL-TRYABLE
condition. To our surprise, we found that this first-hand
experience did not make a significant difference in com-
parison to other conditions: only slightly more people were
convinced by it when compared with the TOOL-EXISTS

condition, where a single faked screenshot was entered
into evidence along with a statement about the existence
of the forgery tool. It appears that what really matters to
people is demonstrating that editing a transcript is not just
a theoretical possibility, but that it is practical and easily
accomplished. Relative to this knowledge that forgeries are
easy, first-hand experience seems to be less important.

Proactive effort is effective, but suspicious We also
tested a variant of the forgery tool that described fake
messages being created proactively while the app was be-
ing used (TOOL-PROACTIVE). The scenario was meant to
emphasize that real and fake messages were impossible to
distinguish from the very start. This type of deniability
evidence produced polarizing and somewhat contradictory
responses: it had the most “definitely not guilty” responses,
but conversely, this condition was also second for the most
“definitely guilty” responses (excluding the baseline, see
Figure 5). There are several possible explanations. One is
that use of a proactive forgery tool is inherently suspicious,
despite our statements that the tool’s use was required.
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Another possibility, suggested in some open-ended re-
sponses, is that our intentionally silly example of a proac-
tively forged message (i.e., the message content referenced
moonwalking) made it harder to take the notion of forgeries
seriously. That is, some participants seemed to assume that
if all proactive forgeries were silly, differentiating real and
fake messages would be straightforward. Further it may be
difficult to believe that the governor’s staff would purpose-
fully forge a message as incriminating as our bribery ex-
ample, even “as a test” (P-39). Such comments suggest that
participants in the TOOL-PROACTIVE condition absorbed
the idea of proactive forgeries, but did not necessarily make
the further inference that if the governor’s staff can forge
messages, others can too.

Our results suggest building automatically-created,
proactive forgeries into a messaging app has promise, but
what kind of messages to forge and how to generalize from
author to third-party forgeries are important considerations.

Open questions If secure messaging providers like Sig-
nal want to offer users the best possible chance at deniability,
then we need to look beyond deniability as a “lack of proof
of authorship.” Our paper shows that tools-based deniability
evidence hold promise, but open questions remain. Would
our results hold in a non-courtroom, interpersonal setting?
If plausible deniability is attainable, do its advantages out-
weigh its potential for abuse? Is there a point when too much
ambiguity becomes detrimental to a deniable protocol (i.e.,
the trustworthiness–deniability trade-off)? We leave these
questions for future work.
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Appendix A.
Survey

[ consent and introduction ]

Imagine the following scenario:

You were recently selected to serve on a jury. As a jury
member, you are instructed to be impartial when making
decisions. This means that you should not rely on external
sources of information like personal bias or preconceived
beliefs about individuals or situations; you must base your
verdict only on the evidence presented.

The trial involves the current Governor of your state, Arden
Fowler. The trial centers around a piece of evidence referred
to as “The Leak”—a leaked text message screenshot claimed
to be authored by Arden Fowler.

The prosecution claims that the Governor made the state-
ments found in the screenshot, and therefore committed

bribery. The text message screenshot, as provided by the
prosecution, has been reproduced below:

[ Screenshot (see Figure 1) ]

What do you think this screenshot is about?
□ The right of citizens to bear arms
□ Governor Fowler signing a bill
□ Governor Fowler’s opinion on Taylor Swift
□ Governor Fowler paying utility bills online

1—BASELINE

The defense argues that Arden Fowler did not make these
statements, and therefore did not commit bribery. The de-
fense states:

This text message screenshot is fake.

This block (R1-R3) repeats
for each condition

<R1> The defense’s argument could be summarized as:
□ The screenshot is fake because it was sunny outside on

October 8, especially midday around 11 AM or noon,
when these messages were sent

□ The screenshot is fake because the Governor doesn’t
use T-Mobile

□ The screenshot is real because the Governor is on trial
□ The screenshot is fake because the defense says it is

fake

<R2 (belief)> Which do you agree most with:
□ Arden Fowler definitely agreed to sign a bill in ex-

change for money
□ Arden Fowler probably agreed to sign a bill in ex-

change for money
□ I think it’s equally likely that Arden Fowler did or did

not sign a bill in exchange for money
□ Arden Fowler probably did not agree to sign a bill in

exchange for money
□ Arden Fowler definitely did not agree to sign a bill in

exchange for money

<R3> How did the defense’s evidence (Exhibit B) impact
your belief about whether Governor Fowler took the
bribe? [free-text]

2—EXPERT-JARGON

The defense argues that Arden Fowler did not make these
statements, and therefore did not commit bribery. The de-
fense states:

This text message screenshot is fake.
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Out of an abundance of caution, we had two experts in
cryptography (award-winning cryptography professors from
MIT and the University of Cambridge) look into the mes-
sage and its associated information. The experts both agreed
that the leaked screenshot contains “no cryptographic proof”
of authorship.

The experts certified that the messaging app which was used
to create this message relied on a “triple Diffie-Hellman
handshake,” which leaves no cryptographic evidence of who
might have authored a particular message after the fact.

Cryptographically, anyone can fake a transcript by merely
knowing the public keys of anyone else, which are publicly
available. No one can tell the difference between a real
transcript and an edited transcript.

As a result, anyone could have created a fake message like
this and then taken a screenshot of it.

[ R1-R3∗ ]

□ ∗(R1-d) The screenshot is fake because the experts say
there is “no cryptographic proof” of authorship

3—EXPERT-FRIENDLY

The defense argues that Arden Fowler did not make these
statements, and therefore did not commit bribery. The de-
fense states:

This text message screenshot is fake.

Out of an abundance of caution, we had two experts in
cryptography (award-winning cryptography professors from
MIT and Cambridge) look into the message and its asso-
ciated information. The experts certified that the messaging
app which was used to create this message is designed to
leave no record, and no record was left in this case. Anyone
can fake a transcript and create a new transcript with edited
content that is indistinguishable from the original transcript.

As a result, anyone could have created a fake message like
this and then taken a screenshot of it.

[ R1-R3∗ ]

□ *(R1-d) The screenshot is fake because the experts say
anyone can create fake messages that are identical to
real messages

4—TOOL-EXISTS

The defense argues that Arden Fowler did not make these
statements, and therefore did not commit bribery. The de-
fense states:

This text message screenshot is fake.

Given how common these types of attacks are, politicians
like Arden Fowler are required to use a new, special messag-
ing app that helps neutralize disinformation campaigns. The
messaging app Governor Fowler uses allows chat partici-
pants to edit anything in the chat: the messages the Governor
sent, the messages other people sent to the Governor, and
all metadata associated with a message, like the time of day
a message was sent. Anyone using this messaging app can
create content or edit content and produce a transcript that
is indistinguishable from the original transcript.

The following text message screenshot was then given to
jury members:

[ Screenshot (see Figure 3) ]

Although this message looks like it was sent by Arden
Fowler, it wasn’t. It was fabricated using the transcript
editing ability of the text messaging app Governor Fowler
uses, as an example of how fake messages can be created.

[ R1-R3∗ ]

□ ∗(R1-d) The screenshot is fake because anyone can
create real-looking fake messages using this app, just
like the one above about space walking

5—TOOL-TRYABLE

The defense argues that Arden Fowler did not make these
statements, and therefore did not commit bribery. The de-
fense states:

This text message screenshot is fake.

Given how common these types of attacks are, politicians
like Arden Fowler are required to use a new, special mes-
saging app that helps neutralize disinformation campaigns.
The messaging app Governor Fowler uses allows chat par-
ticipants to edit anything in the chat: the messages the Gov-
ernor sent, the messages other people sent to the Governor,
and all metadata associated with a message, like the time of
day a message was sent.

Anyone using this messaging app can create content or edit
content and produce a transcript that is indistinguishable
from the original transcript.

Governor Fowler’s lawyers then offered jury members a
chance to use a version of the text messaging app that
Governor Fowler uses. Feel free to use the text message
editing tool below to see how easy it is for someone to
make anyone say anything.

[ Interactive GUI (see Figure 4) ]

[ R1-R3∗ ]
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□ ∗(R1-d) The screenshot is fake because I can create
fake messages that look real too

6—TOOL-PROACTIVE

The defense argues that Arden Fowler did not make these
statements, and therefore did not commit bribery. The de-
fense states:

This text message screenshot is fake.

Given how common these types of attacks are, politicians
like Arden Fowler are required to use a new, special messag-
ing app that helps neutralize disinformation campaigns. The
messaging app Governor Fowler uses allows chat partici-
pants to edit anything in the chat: the messages the Governor
sent, the messages other people sent to the Governor, and
all metadata associated with a message, like the time of day
a message was sent. Anyone using this messaging app can
create content or edit content and produce a transcript that
is indistinguishable from the original transcript.

Governor Fowler and Fowler’s team made preparations, in
advance, to protect against these types of hacks. To prove
that anyone can create text messages “supposedly” sent or
received by Governor Fowler, the Governor’s IT department
is constantly sending fake text messages among themselves.
For example, the below message from September 16 notes
Governor Fowler’s intent to travel to the Moon.

[ Screenshot (see Figure 3) ]

[ R1-R3∗ ]

□ ∗(R1-d) The screenshot is fake because the original
message about signing bills for money could have been
one of the fake messages sent by the Governor’s team

You have now seen the most important pieces of evidence
in this case. The prosecution and the defense do not feel
you need any more evidence to make your final deci-
sion—whether the Governor accepted a bribe.

Arden Fowler is:
□ Guilty of accepting a bribe
□ Not guilty of accepting a bribe

Which evidence or other factors did you consider when
deciding whether Governor Fowler is guilty? [free-text]

In this study, you previously said:

[ <R2> belief answer ]

(If ‘Yes’ or ‘Maybe’) Is there any evidence that would
have led you to change your mind about whether Arden
Fowler took a bribe?

□ Yes
□ No
□ Maybe

What evidence might help change your mind? [free-text]

Please answer the following questions on a scale from 1
(strongly disagree) to 7 (strongly agree).

1) I’m pretty good at working out when someone is trying to fool me.
2) I’m usually quick to notice when someone is trying to cheat me.
3) I’m pretty poor at working out if someone is tricking me.
4) I quickly realize when someone is pulling my leg.
5) It usually takes me a while to “catch on” when someone is deceiving

me.
6) I’m not that good at reading the signs that someone is trying to

manipulate me.
7) My family thinks I am an easy target for scammers.
8) If anyone is likely to fall for a scam, it’s me.
9) My friends think I’m easily fooled.

10) Overall, I’m pretty easily manipulated.
11) People think I’m a little naı̈ve.
12) I guess I am more gullible than the average person.

Please answer the following demographic questions.

What is your age? [free-text]

Please specify the gender with which you most closely
identify.
□ Male
□ Female
□ Other [free-text]
□ Prefer not to say

Please specify your ethnicity.
□ White
□ Hispanic or Latinx
□ Black or African American
□ American Indian or Alaska Native
□ Asian
□ Other [free-text]
□ Prefer not to say

Please specify the highest degree or level of school you
have completed.
□ Some high-school education
□ High-school education or equivalent
□ Vocational training (e.g., NVQ, HNC, NHD)
□ Associate’s degree (e.g. AS, AB)
□ Some college/undergraduate education; no degree
□ College/undergraduate degree (e.g., BSc, BA)
□ Graduate/postgraduate degree (e.g., MSc, MA, MBA,

PhD, JD, MD) – please specify [free-text]
□ Other [free-text]

In general, how would you describe your political views.
□ Very conservative
□ Conservative
□ Moderate
□ Liberal
□ Very liberal
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How frequently do you give computer or technology
advice (e.g., to friends, family, or colleagues)?
□ Often
□ Sometimes
□ Rarely
□ Never

Have you ever faked a screenshot, maybe as part of a
joke?
□ Yes
□ No, but I could if I wanted to
□ No, and I wouldn’t know how to even if I wanted to
□ No, it is not possible to fake a screenshot

Appendix B.
Qualitative Coding Codebook

Qualitative codebook used to code Survey 1 responses
to the question: How did the defense’s evidence impact
your belief?

Code Comment
Opposite of intended ef-
fect

Participant, because of the deniability evi-
dence, is now leaning (more) toward disbe-
lieving the defense. Must be a very clear
statement.

No effect Participant clearly indicates they had no
reliance on the evidence, or expresses com-
plete disagreement with the defense.

Ambiguous (either no ef-
fect or small effect)

Answers that could reasonably be consid-
ered “no effect” or “small effect.” State-
ments using cautionary terms—it did not
very much, not a big influence, or did not
have much of an impact—were coded into
this category.

Small effect Participant clearly indicated an effect, but it
was small or contingent. Statements using
terms like—just slightly, just a bit, and very
little—were coded in this category. If the
participant simply repeated the defense’s
evidence, we assumed the evidence had a
“small” impact.

Large effect Participant was greatly affected. Participant
may express some amount of doubt; mod-
ifier used implies significance (e.g., par-
ticipant uses bold language such as being
“almost positive” of something)

Changed belief (from
guilty to either equally
likely or not guilty)

Participant clearly indicated a change of
heart. Must be from either guilty to not
guilty or guilty to on the fence.

Other Participant’s statement cannot be reasonably
interpreted to be any of the other codes.

292


