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Abstract—With the emergence of coronavirus and the 

rapidly increasing number of cases, we observed that people 

were suffering from a lack of information about where to 

source critical requirements such as oxygen cylinders, beds, 

ambulance service, and ventilators. In this research paper and 

project, the authors have designed and developed an 

interactive information dashboard to access the availability of 

these resources and requirements at different locations across 

India from myriad sources. The information dashboard will 

show information for all the states across India. The dashboard 

visualizes the number of corona cases, hospital beds, blood 

bank, etc. The end-users and the COVID-19 support team can 

imagine all the requirements in the dashboard that is factual 

and credible within their vicinity from multiple information 

sources. The user need not search various information sites to 

search for different conditions. The project collates the data of 

other requirements from primary sources of information like 

Twitter and government websites and lists them on the 

dashboard. The authors used open-source programming and 

database technologies to display the data per user 

requirements. The dashboard was helpful to the end-users 

during COVID-19 times in terms of convenient accessibility 

and efficiency. 

Keywords—Covid-19, web scraping, information dashboard, 

data gathering, pandemic 

I. INTRODUCTION

Over the past year, India has been facing one of the 

biggest challenges it has ever faced: ravaging the country by 

the dreadful pandemic. India has been witnessing a very 

high peak in COVID-19 cases where the double mutant / 

B.1.617 variant had a significant role in this massive

causation. What followed the unexpected spike of the

increasing positive cases was nothing but the 2nd Covid-19

wave, which had set an enormous record of approximately

more than 400,000 daily cases, which made the 1st wave

pale in comparison [1]. Owing to this vast surge, the Indian

community responsible for healthcare was confronted with

significant issues due to the lack of necessary healthcare

resources required in the battle against the pandemic [2].

Meanwhile, from the Indian citizen's side, the main survival

challenge faced was a lack of information. It often gave rise

to questions like: Where should I go? How do I know which

hospitals have available spots for beds /ICUs? Where can I

procure oxygen cylinders? Where should I go to get

Remdesivir? And a wide range of similar questions

bombards the frazzled human minds.

© IEEE 2023. This article is free to access and download, 
along with rights for full text and data mining, re-use and 
analysis.

It was not where no information was available; many 
individuals and government organizations across India have 
created numerous websites, applications, and even chatbots 
filled with data or information related to covid-19 
necessities. Nevertheless, when faced with many of these 
resources, it isn’t easy to search for the right help. 
Moreover, people don’t have enough time to afford to 
search for the right individual resources across multiple 
designated sites.  

Coronavirus has been one of the popular moving subject 
matters on the web since Jan 2020, and Twitter is no 
exception and has been constantly on the buzz and 
examined to date. So, in short, what Twitter does is that it 
brings constant updates to its platform to aid the population 
who are frantically looking for assistance amid the Covid-19 
pandemic. Since the majority of the Indian population had 
taken to Twitter to seek out information regarding the 
availability of required resources like beds, plasma, oxygen 
concentrators, pills & medicine (Remdesiver, 
hydroxychloroquine, etc.), food and many others, Twitter 
had taken steps to launch a COVID-19 pandemic SOS 
which is nothing but an information resource page that was 
established to inform the citizens about the availability of 
the requirements sought out by them. Twitter also made 
efforts to display a prompt/signal in the user-associated 
timeline with links that redirect to sources giving out 
updates or information about Covid19 vaccinations. In 
addition to these, many other 3rd party tools function 
separately that aid users to quickly locate resources on a 
particular platform or site only where you can acquire basic 
amenities such as Oxygen beds, plasma, oxygen 
concentrators, and others needed in the battle against the 
crisis. Another reliable source of information is state 
government websites. 

Here in this project, we have tried to identify and list all 
the information resources currently popular on the search site 
both Twitter and the web, thereby making it a one-stop 
platform displaying consolidated, efficient results. Then we 
utilize the apt data extraction technique for each case, API 
for Twitter, and traditional Web data scraping for 
government sites due to their unique web page layout 
structure across each government site. 

II. RELATED WORK

In the Indian context, many other information 

dashboards have been developed by the central and also by 

many state Governments amidst the pandemic (Some 
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notable ones include: MyGov.in website released in 

2021and also WHO Coronavirus (COVID-19) Dashboard 

deployed in 2021) [3], [4], [5]. Meanwhile, several 

academic institutions across the world and in India have 

taken initiatives to develop such dashboards for a social 

cause (Some of those notable institutes include: John 

Hopkins with their case tracking dashboard, Harvard T.H. 

Chan School of Public Health, 2020, and also IIT Delhi with 

their Resource dashboard ‘PRACRITI 2.0’ deployed in 2021 

and several others). Some of those Dashboards were even 

created by specific volunteers (One such initiative was 

Covid tracking. In, 2021). Aside from the dimensions 

mentioned above, several other mediums have successfully 

provided insights into the virus's spread and impact. Those 

mediums include repositories in GitHub, Tableau 

visualizations, and ArcGIS data-driven pages. 
Initiatives via crowdsourced means like WhatsApp and 

Telegram groups that actively took part in maintaining the 
constant updates concerning tracking and resource locating 
websites also played a vital role. One notable website for 
case tracking (covid19india.org) carefully organized the 
case count information made available in several state 
government bulletins, press releases, and official social 
media handles. It also makes the data open to public use by 
providing an API. So these are all considered notable efforts 
in information and communication technology that 
contribute toward the social good. 

A. Function of Online Social Networks as a Source of 

Information 

Right from the advent of social networks, that social 

network ecosystem has become a viral and engaging 

channel for communication and socialization [6]. One could 

view various information types being swapped among 

participants on social media platforms, from personal 

contexts through messaging, feelings through expressions, 

images, and videos, to official and institutional contexts. So, 

no wonder social networks have become one of the highly 

go-to sources of real-time information. As per the 2020 

statistics, among the highly prominent social networks 

concerning user volume, Facebook (FB) is 1st with a total of 

2449 million, followed by YouTube, ranking second with 

about 2000 million, then Instagram is also in the same boat 

as YouTube with a whopping 2000 million while the 

Twitter platform has only about 340 million with a 

considerable volume gap than the before mentioned 

platform. Meanwhile, other country-specific social network 

platforms like Qzone(QQ), Sina Weibo(a Chinese 

microblogging site), and Baidu Teiba/ Baidu post bar 

communication channel all together managed to accumulate 

a substantial number of followers, which is about 1000 

million [7]. 

B. Data Extraction Methods 

In today’s world, extracting data from the wide range of 

sources available on the web is necessary concerning most 

of the processes involved in a business, Research and 

Development (R&D), studies, and many others. So this data 

extraction process encompasses retrieving relevant data 

content / even metadata, which might be helpful across a 

diverse set of purposes set out to achieve. Two unique 

techniques and methods for this include traditional web 

scraping and API as a tool. It is common knowledge that 

both web-scraping and APIs are techniques that involve 

automation and are viewed to be a few of the most practical 

ways in which data can be harvested [8]. These methods 

facilitate data collection from several web pages and data 

repositories quickly and accurately. Once extraction is done, 

the extracted data is stored securely in a database for future 

analysis and usage. Compared to these automated 

techniques removing information manually does not hold a 

candle to accuracy and time. 

C. Applications and Shortcomings of Web Scraping 

Web scraping is a systemic fashion in which extraction 

and combining of content under consideration from the web 

takes place. During this procedure, a user agent, a web 

scraping bot, or a scraping script simulates the browsing 

interaction between the web servers and the human clients 

concerning a traditional web-based traversal. The 

robot/script can gain access to multiple sites as per the 

user’s intent, and then next, the contents are parsed to locate 

and extract the data contents and align/structure those 

contents as the user intends to. These all occur in a step-by-

step fashion [9]. Web scrapers are very apt and helpful in 

quickly extracting and processing vast amounts of data from 

a particular site. Thus, for any information that is portrayed 

on a web browser and as long as the specific website has 

provided them permission to crawl by gaining access to the 

robots.txt file, then the website information can be explicitly 

accessed through a robot/script to retrieve the data contents 

and dump those contents in a database and then utilized for 

future use or analysis [9] 
Web scraping is applied mainly on web pages that make 

use of structured mark-up languages like (Hyper-Text 
Markup Language) HTML [or] (eXtensible HyperText 
Markup Language) XHTML. So here, in this situation, the 
scraping process involves: locating and parsing the 
hypertext HTML tags and extracting the plain text 
information encapsulated within those tags. An HTTP 
protocol is utilized for the web scraper script to set up a 
communication line with the intended target website. 
Sometimes, regular expression matching coupled with extra 
logic is also needed when extracting the data of interest [9]. 
One of the well-known limitations of web scraping is 
network speed because it directly influences how much time 
the website takes to load and how exactly its contents will 
be structured in case of a low rate. Since conventional web 
scraping is based on website-specific programming, it 
naturally does not comply with any changes that may occur 
on the HTML source page [9], [10]. So when this happens, 
the web scraping script should be continuously updated and 
ensure that it is adaptable to the new format or structural 
layout of the website information. This maintenance of the 
web scraping process is vital and is mainly viewed as a 
tedious, time-consuming programming activity. In addition, 
web scraping developers must also make it a priority to look 
into the legal & policy aspects of the data they intend to 
extract from a website to avoid copyright infringement 
issues [9]. Moreover, one important thing to note is that 
there is no significant distinction between a user visiting a 



website or a web scraping developer scraping one because 
in both instances, the user is treated as a guest, thereby 
clearly outlining that they are not the actual owner of the 
data/information content being extracted. 

D. Applications and Shortcomings of API Tool 

Inherently an API, a module coming under object-

oriented programming language, facilitates software 

developers to help construct a specific software application 

via a library associated with a reference program [11]. The 

API is utilized by an operating system or any software 

application in which the client user/another device usually 

makes relevant requests and, in turn, expects responses from 

the application side. APIs accommodate communication 

between various software applications and the permission of 

their respective services. It mainly encompasses the 

specification/parameters of data structures, protocols, object 

classes, and runtimes, ensuring that the customer 

communicates about the API's resources [12]. Extending 

existing courses to accommodate the addition of new 

features/ functionalities or constructing new systems can 

also be done by developers. So when a client API is called 

via an endpoint, the component listens when a client-side 

request is made to the server-side through a Hypertext 

Transfer Protocol, expecting the response for the demands 

being made. Aside from the most popular ones when 

viewing social networks and web information sources, most 

of them do not offer an API for gaining access to the 

available content for various reasons [12], such as the 

desired data in a contest being small or uncommon (b) the 

source being not capable enough to facilitate the appropriate 

infrastructure / technical capability required for building an 

API (c) when the data intended to be scraped either valuable 

or safeguarded and not meant to be laid out in the open and 

spread widely (d) even upon the existence of an API, there 

bound to be certain limitations not only on the volume of 

requests but also on the rate limits. Moreover, the resultant 

types and data format that the API provides might not be 

enough to achieve the intended purpose. In addition to this, 

there exist certain limitations concerning APIs that involve 

information is not exercised to its full capability / not 

enough or even fittingly demonstrated. The access is further 

limited due to the existence of data protection laws 

associated with privacy and also by the majority of the 

Terms of Service [13] 
 

III. PROPOSED WORK (BUILDING AN AUTOMATIC RESOURCE 

DATA GATHERING PIPELINE) 

Unlike the previous cases where data seems to be 

fragmented in terms of the specific region-related 

dashboards and specific social media platform-related 

dashboards, we aimed to design a one-stop COVID-19 

information dashboard that sources credible information 

across multiple points (like Twitter & multiple government 

websites) which helps the user to gain verified details of the 

health resource they want within their vicinity. 

A. Proof of Concept Architecture and Implementation 

Fig. 1 portrays the implementation outline of this 

project. It depicts how the information flows from the 

backend to the front end. A detailed explanation of the 

functionalities in each module is listed in the sections below. 

B. Identify Top ‘N’ Current Resource Keyword 

The first step is to identify which data you want to 

extract. So one should settle on the top 11 highly searched 

current resource keywords on social media sites like Twitter 

and also by finalizing on a resource based on factors like 

rising demand numbers & scarcity of specific resources like 

saying plasma and some rare blood groups, which mostly 

seemed hard to find during this pandemic. The list of top 11 

requirement keywords we had chosen includes Oxygen 

cylinders, concentrators, general ward beds, ICU beds, 

Oxygen Beds, ventilators, Ambulance, Blood, 

Amphotericin, Remdesivir, and Tocilizumab. 

C. Gather Data Sources 

Collect a list of websites or platforms from where the 

availability information of the healthcare resources data for 

the chosen top 11 keywords can be sourced. Among all 

social media platforms, the authors had settled on Twitter 

owing to the highly active tweet ecosystem in terms of 

announcing /discussing the availability of resources. The 

authors also collected the list of all possible government 

websites categorized by each state to expand our 

possibilities to search. The authors also aimed to increase 

the odds of obtaining more credible information for specific 

resources that might not be often available on Twitter. 

D. Gather Data Sources 

Collect a list of websites or platforms from where the 

availability information of the healthcare resources data for 

the chosen top 11 keywords can be sourced. Among all 

social media platforms, the authors had settled on Twitter 

owing to the highly active tweet ecosystem in terms of 

announcing /discussing the availability of resources. The 

authors also collected the list of all possible government 

websites categorized by each state to expand our 

possibilities to search. The authors also aimed to increase 

the odds of obtaining more credible information for specific 

resources that might not be often available on Twitter. 

E. Data Extraction From Twitter 

Twitter: Data can be extracted from Twitter using either 

Twitter API or web scraping to extract the data and perform 

further analysis. Both extraction techniques have advantages 

and disadvantages. Regarding time performance, web 

scraping is faster than Twitter API and is more flexible in 

obtaining data; however, web scraping is susceptible to 

website changes. Since the authors can’t afford to change 

the web scraping code whenever Twitter makes changes 

concerning website layout, authors are willing to trade out 

the time difference worth a few seconds. So the authors 

opted for the Twitter API approach, which is more 

straightforward to use where it is possible to obtain a variety 

of information only by knowing the tweet ID or user ID. 
 



 

Fig. 1. Concept architecture 



 
Generating a twitter search query: Twitter has an 

advanced search option through which we can refine or 
narrow down our search results using any combination of 4 
broad fields: words, people, places, and dates. Some well-
known advanced search query options include Tweets 
excluding any negative keywords, Tweets containing exact 
phrases, Tweets with a specific hashtag, Tweets from a 
particular account, Tweets sent from a geographic location 
(e.g., a specific city, state, country), and many more 
advanced options. The Twitter search query we composed 
can be decomposed into three variables: 

• Wanted - This wanted variable includes all the must-have 

keywords like ‘verified’ or ‘available.’ 

• Unwanted - This variable includes the list of keywords 

that should not be present in our list of tweets like not 

verified, unverified, help, please, Does anyone know, etc. 

These negative keywords were primarily excluded 

because they include tweets that are not reliable, or they 

include tweets that are just requesting help and not 

indicating any resource availability. 

• Category - This variable includes the list of vital 

keywords in a user’s search query. The index consists of 

Requirements: What resource is the user searching for? 

(Oxygen cylinder, ICU bed, etc.); State: The state where 

the user wants to search for the availability (Tamil Nadu, 

Karnataka, etc.); City: (Chennai, Delhi, etc.). 

Finally, the authors concatenate these three variables to 

generate a wholesome refined twitter search query. So this 

twitter query generator can create questions for all 

combinations of requirements, state, and city as per the 

user's input in the HTML form, thereby keeping the wanted 

and unwanted variable alone static. One such example of a 

Twitter query when a user searches for an oxygen 

concentrator in Chennai, Tamil Nadu, is listed in Fig. 2. 
 
 

Fig.2. Generated twitter query as per user’s input requirements.

Simulating the Twitter search: On constructing the 
Twitter query, one can simulate the search request using the 
Twitter API credentials (See Fig 3) and specifying the 

attributes required to obtain the search results in our 
intended format. 

Fig. 3. Twitter query call function 

Tweet pre-processing: The next step involves filtering 

and cleaning the unprocessed tweet content. Initially, upon 

the Twitter API search using the generated twitter search 

query, the authors can obtain four fundamental fields: Tweet 

ID, username, tweet date, tweet content, and finally, the 

location of who posted the tweet. The purpose of cleaning is 

not only to get extended attributes like verification status, 

contact info, and tweet URL from the tweet content variable 

but also to recheck or verify if the must-have categories are 

present correctly in the tweet, like the state city, 

requirement, etc. Another primary purpose of cleaning is 

removing redundant tweets, whether retweets or the same 

tweet content posted by different people. A sample of initial 

dataset fields before preprocessing and after pre-processing 

is given in Fig. 4 and Fig. 5.  

F. Data Extraction from Government Websites: 

Unlike the previous data extraction process in Twitter 

here, the authors used traditional web scraping because each 

government website has a different structure and layout, so 

no static API exists for efficiently extracting the data. So 

this challenge calls for writing separate web scraping code 

snippets tailored exclusively for each government website 

which takes a lot of time. So, the authors extracted data 

from a few such government websites. Below listed Fig. 6 

and Fig. 7 are a few example snippets from Telangana and 

Delhi government websites. 

G. Cloud Storage and Process Automation 

The entire web scraping process across government 

websites and Twitter is automated so that they are scheduled 

to run every few minutes in a multiple thread fashion. The 

scraped and processed results are stored in the Mongo DB 

Cloud database. The MongoDB cloud functions dump their 

results into the allotted database, keeping the day-to-day 

historical data. Then, the data is fetched, organized, and 

displayed as per the user’s requirement in the front end, 

which is on the dashboard. 



Fig. 4. Before pre-processing format 

Fig. 5. Post pre-processing and verification 



 

Fig. 6. Telangana website bed availability status 

 

Fig. 7. Delhi website ICU bed availability status 

H. Front-End Development Website 

With the advent of COVID-19, premade tutorials and 

templates for GIS software and tools on quickly creating a 

dashboard about COVID-19 came into existence[12]. 

However, the authors built the dashboard from scratch. The 

author used the Flask framework to create an interactive and 



dynamic web application and later integrated it with the 

MongoDB database. Concerning the website layout, the 

authors utilized the well-known Bootstrap framework. In 

addition, the authors incorporated certain JS events (For 

example, a refresh SVG shape to activate the refresh 

button). Fig. 8 shows our web interface. 

 

Fig. 8. Web Interface 

IV. CONCLUSION 

Designing and maintaining a consolidated resource 

data convening system responsibly in a demanding time 

constraint setup is challenging, mainly in times of 

substantial changes and the far-flung unrestful state as in a 

worldwide pandemic. In short, this paper portrays the 

process behind the development and concept architecture 

of a convenient use one-stop COVID-19 information 

dashboard developed for the public in general. The 

authors were quick enough to adapt to the ever-changing 

pandemic situations, suitable interface layout, and user 

demands from their perspective and maintain the 

automated, scalable and convenient platform. From the 

development process the authors depicted so far, a few 

main challenges include: Automating the data gathering 

process is no easy task as collecting resources from over 

28 states across India. It requires substantial programming 

effort for such a large scale. 
Moreover, another challenge was that certain official 

government source websites kept changing their layout, 
destroying the scraping code done earlier. This calls for 
vigilant lookouts and constant updates. Another main 
challenge is the choice of technology to substitute in the 
stack if authors look at the project with a short vision and 
choose the wrong technology to work with, only to realize 
later in the far end stage of the project that the technology 
poses certain constraints that may cost us in terms of cost 
and time. 
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