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T
he long-term vision for robotics is to have fully 
autonomous mobile robots that perceive the 
environment as humans do or even better. This 
article transfers the core ideas from human scene 
perception onto robot scene perception to 

contribute toward a holistic scene understanding of robots. 
The first contribution is to extensively survey and compare 
state-of-the-art robot scene perception approaches with 

neuroscience theories and studies of human perception. A 
step-by-step transfer of the perceptual process reveals 
similarities and differences between robots and humans. The 
second contribution represents an analysis of the status quo of 
holistic robot perception approaches to extract to what extent 
the perceptual capabilities of humans have been reached. 
Building on this, the gaps and potentials of robot perception 
are illustrated to address future research directions.
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Introduction
The last few years indicated fast technological improve-
ments in the artificial intelligence of robots. The Interna-
tional Federation of Robotics records a market growth of 
12% in 2020 of professional robots used for various applica-
tions, such as transport, inspection, cleaning, medical, or 
hospitality [1]. The report forecasts exponential growth for 
the upcoming years. Robots will become a part of human 
society. Acting side by side and collaborating within the 
same environments motivate robot perception being consis-
tent with human perception.

In the past, robots mainly fulfilled highly customized tasks 
in industrial applications independently and separated from 
humans [2]. People adapted the environments to the applica-
tion requirements. However, adaptations for the robots’ needs 
are especially undesirable in nonindustrial environments. 
Current products on the market mirror this issue through 
specialized applications. These products either fulfill a single 
task autonomously, such as vacuum cleaners and lawnmower 
robots executing their routine independently from humans, 
or interact with humans physically with a low autonomy level 
[1]. Therefore, special attention must be directed to scene per-
ception as enabling technology to break this tradeoff between 
robot proximity to humans and autonomy. Already in 1993, 
the psychologist Ulric Neisser mentioned that “without per-
ception there is no knowledge” [3]. 

The goal of holistic scene percep-
tion is to understand the scene by 
“considering the geometric and 
semantic context of its contents and 
the intrinsic relationships between 
them” [4]. Scene perception is making 
sense of real-world scenes as a whole 
by enabling the interaction with the 
scene [5]. On the one hand, it offers 
new opportunities for multiuse appli-
cations regarding the cost per function 
and physical assistance systems. On 
the other hand, it increases autono-
mous capabilities by overcoming chal-
lenges, such as the occlusion of objects; 
instance-specific handling of dynam-
ics; or spatial–temporal reasoning of 
complex situations. Holistic scene per-
ception will enable safe and complex 
behaviors for any collaboration.

Increasing attention has been given 
to specific areas of perception. The 
approaches achieve excellent results 
in semantic extraction, such as object 
detection or image classification [6]. 
However, in the real world, it is not 
sufficient that robots solely under-
stand single pieces of the environ-
ment. Much more, various scene 
information needs to be understood 

concurrently in the context to reason within dynamics, 
uncertainties, and incompleteness for high-level control 
[7, Ch. 23]. Little is known about holistic scene perception, 
aiming to understand the scene in this integrated manner 
needed for a large spectrum of real-world applications.

Motivated by the performance of human perception, we 
distanced ourselves in this research from robotic approach-
es and studied theories and experiments on human percep-
tion. Neuroscience research has been extensively studied 
since Potter [8] and Biederman [9] in the 1970s. It has 
reached international bandwidth since the 2000s [10]. The 
latest research provides a comprehensive overview of 
human scene perception [5], [10]. This article transfers the 
core theories of psychological studies on human scene per-
ception to robots and thereby reveals similarities and differ-
ences. The comparison of human perception with artificial 
perception is not new [11], [12], [13]. However, we will 
focus on the scene perception as a whole using a top-down 
view of the robots’ status quo.

Methodology
Figure 1 describes the methodology of this study. First, we an-
alyzed current mobile robot applications where we identified 
a trend toward robots in everyday life, covering multiple use 
cases. For future applications, scene perception will play a 
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Figure 1. A methodological approach with section references. III: The “Transferring 
Human Scene Perception to Mobile Robots” section. IV: The “The Status Quo of Holistic 
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key role as it provides comprehensive scene knowledge to 
the cognitive intelligence of robots. Therefore, we analyzed 
state-of-the-art robot scene perception approaches and the-
ories of human scene perception to elaborate on a transfer. 
Research in both domains offers a comprehensive overview 

providing fundamental 
knowledge as the start-
ing point. The “Trans-
ferring Human Scene 
Perception to Mobile 
Robots” section summa-
rizes the transfer with a 
step-by-step analysis of 
the similarities and dif-
ferences between human 
and robot scene percep-
tion. Based on this, we 
addressed the status quo 
of holistic scene percep-
tion approaches of ro-
bots within a qualitative 
evaluation (see the “The 

Status Quo of Holistic Scene Perception” section) to extract 
how far robotic scene perception reached the performance of 
human perception to reveal gaps (see the “The Gap to Hu-
man Scene Perception” section) and potentials (see the “The 
Potentials of Robots” section). Finally, we propose future di-
rections for robotic scene perception (see the “Future Direc-
tions” section).

Transferring Human Scene Perception  
to Mobile Robots
Humans perceive the environment by recognizing scene 
information through different senses, such as sight, hearing, 

smell, touch, or taste. Herewith, researchers discovered that 
people primarily rely on their visual perception for perceiving 
the environment due to the richness of information [14]. 
Although the process of human perception is unknown in 
detail, most theories define perception as the process of “rec-
ognizing (being aware of), organizing (gathering and storing), 
and interpreting (binding to knowledge) sensory informa-
tion” [15, Ch. 3]. We transfer these three process steps to 
robot scene perception to reveal similarities and differences to 
the latest robotic research (Figure 2).

The Recognition of Information
The recognition step processes sensory information to make 
it understandable for the subsequent perception tasks. Using 
the sensory input, humans convert the observations from the 
scene into understandable information. Whereas vision bene-
fits from a high amount of information, other modalities, 
such as haptics, are robust to noise and independent of light 
exposure to get properties being insufficiently recognized by 
other senses [16]. For example, the eye serves as a transducer 
to convert light into the optic nerve by five layers of cells (par-
ticularly photoreceptors) within the retina [17]. The nerve 
cells transmit information by electric signals to the brain for 
processing [18]. The processing itself divides into preattentive 
and postattentive recognition. 

In preattentive processing, activities related to low-level 
vision are usually associated with the extraction of certain 
physical properties of the visible environment, such as 
depth, shape, color, object boundaries, or surface material 
properties [10], [19], [20]. Humans are not capable of pro-
cessing all sensory information at once. Therefore, the post-
attentive processing extracts scene information based on 
attention areas to overcome this issue [15]. It compresses 
high-level features, such as object classification or redetec-

tion [21], [22]. Herewith, humans 
receive information from hierarchical 
levels of abstraction [23], [24] corre-
sponding to a region of interest, trig-
gered by the attention that provides 
the semantic of sensory input.

Similar to humans, the recognition 
of robots can be divided into pre- and 
postattentive recognition. Equivalent 
to the human senses, robots use vari-
ous sensors to recognize information 
from the environment. The most 
common sensor modalities are visual 
sensors, such as cameras, lidar, ultra-
sonic, and radar. They are capable of 
providing the color and/or range 
information of the surrounding. The 
recognition of visual features is the 
most popular modality for robots 
due to the information richness. 
However, few approaches investigate 
other modalities, such as acoustic 
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Figure 2. The process of human perception transferred to mobile robots.
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perception to recognize objects [25], map the environment 
[26], [27], or avoid obstacles [28] and haptic perception to 
actively touch objects [16]. The linking of action to per-
ceive the information of interest is known as interactive 
perception, which is a common human exploration strate-
gy. For instance, if humans cannot recognize an object by 
vision and touch, they will take different interactions to 
obtain information from other sensory channels [25]. 

The usage of smelling and tasting for robots is not popu-
lar. One rare example presents a navigation approach using 
smell for odor source localization [29]. A different niche 
develops a tasting sense using IR spectroscopic technologies 
or chemical sensors to discriminate food [30], [31]. Driven 
by computer vision (CV), 2D image processing is the funda-
mental pillar for robot recognition tasks. However, 3D 
methods for scene and object reconstruction gained impor-
tance for robots. Various surveys provide an overview of the 
state-of-the-art robot recognition tasks [32], [33]. Estab-
lished robotics approaches focus on specific recognition 
subareas. The preattentive recognition of primitives com-
prises methods on normal estimation [34], [35], segmenta-
tion [36], [37], edge [38], and simple shape (such as planes 
and cylinders) [39] detection. The methods usually make 
use of the entire sensory input. However, robots prefilter or 
scale the data to achieve the appropriate results on their 
capabilities. For instance, image-based feature recognition 
can process high-resolution images by making use of image 
pyramids [40]. Herewith, the extracted features of a lower 
image resolution deliver discrete regions of interest by keep-
ing the accuracy of the original scale.

Postattentive processing comprises higher-level recogni-
tion capabilities based on preattentive processing. Examples 
are extracting the semantic by (re)-detection of objects [41], 
[42], humans [43], [44], and places [45]; 3D reconstruction of 
the scene by Simultaneous Localization and Mapping 
(SLAM) [32], [46], [47]; or enriching metric information by 
semantics, known as semantic segmentation [33], [48], [49].

Equal to humans, robots use preprocessed attention 
areas within postattentive processing. For instance, feature-
based SLAM methods use sparse feature points to postat-
tentively register a set of sensor data and to detect loop 
closures to compensate for the mapping drift [46], [47]. 
Besides, this example shows how humans and robots use 
different sensory sources to achieve highly accurate local-
ization within the scene. Humans use walked steps com-
bined with eye information for perceiving ego-motion, 
which improves localization. For illustration, imagine walk-
ing a distance with closed eyes. The motion drift sooner or 
later leads to a loss of localization. Therefore, a series of 
interconnected spatial–visual features provides the absolute 
localization within the known scene [50]. 

Equivalent to humans, the latest robotic SLAM approach-
es provide similar techniques. Wheel odometry, visual 
odometry, or an inertial measurement unit (IMU) pro-
vides the ego-motion. Laser scanners or camera-based 
methods simultaneously estimate the pose of landmarks to 

compensate for the ego-motion drift. Also, some approaches 
use visual landmarks for place redetection to close the trajec-
tory loop while mapping [46]. The usage of high-level fea-
tures enables robots to add semantics to metric information. 
Knowing the semantics of an area in space helps robots to 
interpret the scene. It allows, e.g., the exclusion of dynamic 
objects like people while mapping.

A special challenge of robot perception is the recognition 
of scene information from different locations and times. For 
instance, a robot recognizes an object in the scene and simul-
taneously tracks the object in its field of view (FOV) as long as 
it is visible. While previous research proposed using a Kalman 
filter [51] or particle filter [52], the latest research utilizes deep 
learning-based tracking, such as with a convolutional neural 
network (CNN) [53], [54] or a Vision Transformer (ViT) 
[55]. ViT, coming from natural language processing (NLP), 
splits images into fixed-size patches that gained popularity 
due to their superior performance on continuous data 
streams, needed for mobile robots [56]. Since the object and 
the robot could move, occlusions, truncation, or invisibility 
due to sensor noise (as mentioned previously) must be han-
dled. When the same object appears again, a reidentification 
(Re-ID) to reallocate the ID is beneficial to better understand 
the scene. Modern approaches of Re-ID have been proposed 
that are similar to tracking the usage of a CNN [57], [58], ViT 
[59], [60], or end-to-end approaches [61].

Knowledge Representation
The second step of the perception process represents envi-
ronmental information. A knowledge base manages recog-
nized information from different sources and levels of 
abstraction, times, and places in a centralized and ordered 
structure. This structure includes understandable informa-
tion about the scene. The function of the knowledge repre-
sentation within the human brain has been a controversial 
topic since the so-called gestalt theory. Modern attempts 
such as Wagemans and Kimchi [24] or Hommel et al. [62] 
reveal spatial layouts, organized hierarchically, that repre-
sent the human perception memory. A relationship-
focused multilevel hierarchical structure of parts represents 
environmental information.

The transfer of the main functionalities of human 
knowledge representation to robots requires a complex 
memory structure focused on flexibility. The knowledge 
representation must be capable of merging observations 
and interpretations from different sources and times. For 
instance, recognized information, such as shape, texture, 
posture, state, probabilities, and trajectory (compare the 
“The Recognition of Information” section), must be man-
aged in real time within the knowledge base. This issue 
sets high requirements for the underlying knowledge base 
as every piece of environmental information needs a 
known structured representation. Furthermore, the 
knowledge base includes initial and postprocessed knowl-
edge. Robots usually store and represent the scene knowl-
edge in a database [63], [64], [65], allowing them to deploy 
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a human-understandable ontology that conceptualizes mul-
tiple entities within a domain and their relationships [66].

The scene representation comprises various perception-
related information, such as extracted spatial features for 
navigation, manipulation, and semantically enhanced maps 
[67]. The requirements for robotic knowledge representa-
tion are high. Ideally, it must be real time capable; generic; 
scalable; flexible in structure; and able to update and extend 
during the robot’s lifetime as well as easy to connect for 
access and data sharing. Generally, there are two categories 
of databases: graph based and document based. Both seem 
suitable for this task as they provide comprehensive features 
to cover these requirements [68], [69]. Graph-based data-
bases, also known as relational database management systems, 
represent knowledge through relations. 

Herewith, it is necessary to explicitly define relations 
through a common format to link semantics through an 
ontology [70]. In contrast to relational databases, document-
based databases represent data in JavaScript Object Nota-
tion-like documents without the need for relations or 
predefined structures. Nevertheless, these databases provide 
features for querying or indexing the data to model depen-
dencies and relations implicitly dynamically. For instance, 
Kunze et al. [63] propose spatial and temporal indexing for 
query relations within their document-based database. 
Besides, linking the knowledge base for decision making [71] 
and providing the represented knowledge to robot actions, 
such as manipulation or moving, enables reactive behaviors.

The comparison of scene knowledge representation indi-
cates that robots have advantages compared to humans. 
First, the artificial scene knowledge representation has no 
memory loss due to an almost unlimited storage capacity. 
Second, robots can easily share and make use of foreign per-
ception, while humans have to transfer knowledge into an 
appropriate modality, such as verbal communication. Addi-
tionally, humans are limited in the range of information 
exchange without technical assistance. In contrast, robots 
can share data in their original format over networks. The 
sharing of perceptional information enables robots to 
directly exchange data with the infrastructure or other 
robots. Another difference between human and robot 
knowledge representation is the capability of robots to start 
with a preinstalled environment perception model. Robots 
can use the prior information of a building information 
model [72] or a partial or fully premapped environment 
[64]. Using prior scene knowledge reduces the setup time, 
especially when using multiple agents.

Knowledge Interpretation
Based on the available scene knowledge, this perception step 
interprets existing knowledge to make sense using cognitive 
capabilities. It has been proven that humans interpret the 
scene; however, it is unclear how this is executed within the 
brain. The research by Isik et al. [73] found that the human 
brain starts recognizing view-invariant observations, such as 
human actions, quickly, in around 200 ms. This suggests that 

the brain uses the form, as well as the motions, to represent 
states. Furthermore, previous work [74] proposes that the 
human brain benefits from causal relations, such as temporal 
continuity and spatial relations, among objects, humans, and 
their actions. The prerequisite is that a known structure repre-
sents the knowledge (see the “Knowledge Representation” 
section). A high-level scene analysis encodes spatial and tem-
poral relations between instances [75]. 

For most examples, the interpretation of scene knowledge 
is a trivial task for humans due to lifelong learning. The inter-
pretation of perceived information has been trained with pre-
knowledge, dependent on the culture [76, Ch. 14]; context; 
and situation itself [77]. Therefore, all people have a unique 
perception system based on and enriched by their environ-
ment. Thus, human interpretation is neither predictable nor 
always the same. The famous duck–rabbit illusion [78] indi-
cates that even the season could differ the interpretation of 
the scene. Therefore, perception is influenced by environ-
mental factors [77].

For robots, the interpretation of the scene is still an 
unsolved problem [79]. The challenge is to generate and make 
use of high-level semantic knowledge to reason about the 
present scene. There is no commonsense model that could be 
applied to every environment without the adaptation of the 
interpretations. The association of scene knowledge across 
multiple dimensions, such as time and space, with or without 
relational dependencies between single pieces of information, 
leads to this new knowledge that improves scene understand-
ing. For instance, a spatial–temporal scene analysis could 
reveal daily habits, such as when, how, and how often we go to 
the kitchen to fetch a coffee. This example shows that the kind 
of required high-level information is environment specific as 
well as use case specific. The goal is to understand what is 
involved and what to do when and with which objects. The 
use of high-level semantics within the scene is fundamental 
for complex robot behavior tasks. Herewith, we identify two 
types of interpretations. 

On the one hand, there is research aimed at reconstructing 
and interpreting the structured part of the scene, such as 
room segmentation, junction detection [32], or occlusion 
reasoning for simple shapes [80]. On the other hand, there is 
research focusing on the unstructured part that goes deeper 
into handling dynamics. The approach presented in [81] is 
one of the rare examples in which already collected scene 
information is used to gather new information. Observa-
tions of objects are anchored in the scene model, which pro-
vides basic tracking functionality. In combination with 
knowledge about the whole scene, including other objects 
and their spatial and semantic relations, this is used for rea-
soning about the state of occluded objects, which improves 
tracking and hence the whole scene state. The tracking of 
instances over multiple observations enables further inter-
pretations, such as detecting their action [82]. The actions of 
the people together with environmental semantics are valu-
able input for a robot since they usually share an environ-
ment. So, they need to understand the actions and fulfill 
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their tasks proactively. For instance, if the person is cooking 
in a room, it is very likely that this room is a kitchen in which 
the robot can act accordingly [83]. 

Previous work [84] focuses on learning human actions by 
observing humans in their daily life. They merge joint 
motions and locations concerning the landmark points on 
the map. Kostavelis et al. [85] propose using object recogni-
tion and skeleton-based action recognition to make their 
social robot understand human actions. They deploy the 
robot in real home environments to test their system. The 
previous work [86] employs a long short-term memory [87] 
network on the robot to greet the user. The background may 
be misleading for the algorithms that are using appearance 
features. That is why generating action proposals may 
improve performance, and this is essential for mobile robots 
because the background in the robot view is dynamic [88]. In 
contrast to the spatial–temporal interpretations of a single 
instance, there are a few approaches that interpret relations 
within multiple instances. For example, Philipp et al. [89] 
propose to use Bayesian networks to estimate on which 
object the user’s attention focuses. 

The attention-sensitive functionalities as high-level scene 
interpretations are essential for improving human–robot 
interaction. More complex interpretations go into the affor-
dance estimation [90]. Herewith, robots know what can be 
done with objects based on past observations, probabilities, 
and personal data (such as emotions, preferences, and rela-
tions). For instance, knowing that a pod can be used for cook-
ing offers novel capabilities for robots. Affordances link 
perception into the cognitive capabilities that are fundamental 
for interpreting scenes.

Implications
Recent research on robot perception displays similarities to 
fundamental theories on human perception. Figure 3 visual-
izes the transferred scene perception process. Humans and 
robots recognize information from the scene by making sen-
sor data understandable. The human brain and the robot 
storage, respectively, represent the knowledge in multiple lay-
ers in a known structure. Compared to humans, robots are 
capable of using external perceived data within their original 
format, whereas humans have to exchange perceived data 
through verbal, visual, or written communication. The inter-
pretation of knowledge over multiple dimensions, such as 
time, space, and relations, enables a high-level scene under-
standing that improves the cognitive intelligence of robots. 
Herewith, humans highly benefit from life-long learning, 
whereby robots can benefit from shared and initial data.

In recent years, robotic recognition and interpretation use 
deep learning, such as CNNs and generative adversarial net-
works [91], based on artificial NNs (ANNs), to solve a very 
specific task [92] as described previously. Inspired by biologi-
cal NNs [93], ANNs consist of multiple layers of connected 
artificial neurons [94]. The weight assigned to these neurons 
relies on an initial ANN training using a high amount of 
labeled data. This in turn enables the ANN to compute labels 

of unknown data via inference. In particular, deep learning-
based approaches, such as ViTs, gained popularity in robotics 
due to their superior performance on continuous data 
streams. ViTs, coming from NLP, split images into fixed-size 
patches [56]. Machine learning, such as deep learning, 
achieves outstanding 
results for many recog-
nition tasks [95], [96]. 
However, the division of 
preattentive and postat-
tentive feature process-
ing can neither be strictly 
adhered to nor easily ex
tended. The inseparabili-
ty of ANNs challenges 
their flexibility and reus-
ability due to the “black 
box” characteristic. Addi-
tionally, they require enhanced tensor computation power 
that needs special attention when pushing mobile robots to 
the real world [92].

The Status Quo of Holistic Scene Perception
The transfer reveals similarities and differences in the percep-
tion process between humans and robots. But how much 
does the status quo of robotic scene perception cover holistic 
capabilities? To answer this question, we first deal with the 
challenges of fundamental technologies to extract possible 
boundaries for human-like perception. Afterward, we analyze 
the scope of most holistic robotic approaches for everyday 
environments to answer how much they already cover the 
holistic scope.

From Narrow Toward Holistic Scene Perception
Research on robot scene perception focuses on sensor-close 
processing by affordable sensors. The availability of cheap 
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Figure 3. A summary of the three steps of the transferred scene 
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red-green-blue cameras and 2D laser scanners set the entry 
barrier in robotic developments, e.g., for student or hobby 
projects, relatively low. Investigations mainly focus on a deep 
learning-based detection of common objects in images or on 
mapping the environment using SLAM. 2D methods in 
object detection benefit from matured research in CV. It   
reached high accuracy due to challenges, such as the Pascal 

Visual Object Classes 
Challenge [97] and the 
Large Scale Visual Recog-
nition Challenge [98], by 
public datasets of labeled 
data, just like the Com-
mon Objects in Context 
(COCO) dataset [99]. For 
the application on robots, 
these 2D image-based 
approaches must be trans-
ferred to time-continuous 
3D processing merged 

with SLAM techniques providing the ego-motion of the robot 
to reconstruct the environment.

Only comparatively new research focuses on 3D multi-
frame scene recognition solving the high computational 
performance with mobile graphic accelerators [49], [100], 
[101]. However, both the representation and the high-level 
interpretation of scene knowledge are not focused. Indeed, 
as described by Neisser [3], solely the knowledge that was 
recognized can be represented or interpreted. The focus on 
sensor-close recognition in combination with visual and 
mobile robotic challenges, such as changing visual appear-
ance, as well as the limited computation resources, 
explains this observation. These aspects also explain why 
research on the representation and interpretation of scene 
knowledge is comparatively rare. As a result, robotic scene 
perception in real-world applications is focused on a con-
crete use case utilizing highly optimized bottom-up per-
ception pipelines with narrow functionality. For instance, 
industrial environments have adapted to the perception 
capabilities of robots. 

Herewith, robots are enabled to fulfill narrow perception 
tasks with high accuracy. In particular, deep learning-based 
recognition systems are often used as monolithic black box 
systems, being hard to combine efficiently without probing 
deeply into a technical level. Research articles mostly bury 
these challenges by describing specific techniques [21]. 
However, robots in everyday environments need to fulfill 
multiple recognition tasks simultaneously as a requirement 
for complex and extensive behaviors. Open source frame-
works such as the Robot Operating System (ROS) [102] 
provide, thanks to its large community, many tutorials as 
well as open source basic functionalities that are suitable for 
creating a powerful overall performance based on single 
software pieces. Standardized communications between var-
ious software components enable robots to use, fuse, and 
analyze multiple data streams. 

However, on the one hand, paralyzing multiple narrow 
perception pipelines is challenging regarding performance. 
On the other hand, splitting pipelines into multiple steps, to 
reuse, e.g., preattentive information, is not easy when using 
monolithic black box models. Nevertheless, few researchers 
worked on integrated top-down approaches that aim to per-
ceive the scene as a whole by combining multiple methods.

The Holistic Scope of the Latest  
Integrated Approaches
There are a few approaches in research that integrate multiple 
scene perception tasks into a single framework. In contrast to 
the narrow perception techniques, they achieve a more holis-
tic understanding of the scene. These approaches simultane-
ously recognize environmental information over a long time. 
Storing these data in a known structure offers a new potential 
for a more complex spatial and temporal interpretation of the 
scene. We looked deeper into these approaches to extract how 
much they cover a holistic scene understanding. In the fol-
lowing, a comparison of the perceptual capabilities should 
answer this question. As criteria, we select research approach-
es covering more than a tabletop scene; reconstruct in real 
time; and represent scene data by multiple types of instances, 
such as semantics. However, each approach set a different 
focus starting at sensor-close processing, such as on paralyz-
ing, fusing, and handling of dynamics going to ontology-
based reasoning.

Table 1 shows the perceptual properties of these 
approaches, divided into the three steps of the perception 
transfer presented in the “Transferring Human Scene Per-
ception to Mobile Robots” section. If we could not find the 
details to a criterion, we marked it either as not available 
(N\A) or not specified (NS). The approaches of Table 1 use a 
3D camera as sensory input providing the color and depth 
information of its FOV. Additionally, some approaches use 
an IMU to support visual odometry for a more precise esti-
mate of the ego-motion, e.g., needed for drones and 
wheeled-based robots. Based on the sensory input stream, 
the presented approaches combine several recognition tech-
niques to reconstruct a virtual scene model. However, they 
cover the recognition differently. 

KnowRob [65], a knowledge representation and reasoning 
framework, solely offers an interface for individual visual rec-
ognition systems. Wyatt et al. [67] limit the reconstruction to 
a metric map without recognizing semantics by vision sen-
sors. Its scene recognition is trained from visual properties by 
a human tutor using supervised learning. Similarly, the 
SOMA framework restricts the reconstruction to a metric 
map but enhances objects by a CNN for color image-based 
object detection. SOMA aims at understanding changes in 
everyday environments by perceiving geometries and seman-
tics. Alternatively, the approach of Suchan et al. [103] enhanc-
es the metric map by detecting walls, which are used for a 
clustering algorithm to generate a floor plan. The other 
approaches investigate further into a fully 3D metric–seman-
tic reconstruction of the scene. 

The first identified gap in 

robotic scene perception 

is the missing usage of 

multiple sensor modalities 

as the input source. 
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The SLAM++ project of Salas-Moreno et al. [104] is an 
early approach from 2013 that concentrates on semantic 
mapping. It consists of an object-based SLAM that uses 
object recognition trained on a database of scanned object 
models. It is capable of detecting changes in the environ-
ment, such as moving objects. Fusion++ [100] set its focus 
on semantic mapping. It is similar to SLAM++ but runs a 
mask region-based CNN (R-CNN) object segmentation to 
initialize a truncated signed distance field (TSDF) recon-
struction for each object. Rosinol et al. [105] recently pub-
lished Kimera, a multilayer spatial scene perception 
framework aiming to close the gap between human and 
robot scene perception. Kimera uses a metric–semantic 
SLAM to perform a full mesh reconstruction by TSDF vol-
umes with its semantic on top of localization. It recognizes 
building structures as well as objects from a CAD model 
match. In addition, human detection and pose estimation 
extend the dynamic scene information [106]. The recog-
nition techniques feed its scene information into the 

knowledge base, where they are represented and connected 
in different ways. 

Fusion++ and SLAM++, which concentrate on the seman-
tic mapping, are not providing details of their knowledge rep-
resentation. In contrast, the approach of Wyatt et al. [67] 
focuses on the representation of knowledge gaps and uncer-
tainties. A layered structure of proxies, unions, and beliefs 
represents the spatial scene inside a relational database. They 
validate by experiments in a lab that a human tutor is capable 
of helping a robot fill a knowledge gap through verbal conver-
sation. The robot asks for missing visual features, such as the 
color and shape, to prove an object is believed to close a 
knowledge gap. 

Kimera, which extensively covers the recognition, is also 
concentrating on spatial knowledge representation by multi-
ple hierarchical layers, separated by the semantic. The spatial 
layers comprise the metric–semantic mesh, objects, struc-
tures, rooms, and buildings. Dynamic scene graphs simulta-
neously update scene information by linking the spatial scene 

Table 1. An overview of integrative robotic scene perception approaches.

Recognition of Information Knowledge Representation
Knowledge  

Interpretation 

Sensory 
Input 

Recon-
struction 

Static  
Instances 

Dynamic 
Instances Database 

Knowledge 
Structure 

Scene Rep-
resentation 

Spatial–
Temporal Reasoning 

Wyatt  
et al. [67] 

3D  
camera 

Metric Objects from 
user input 

N/A Relational Multilayer spa-
tial representa-
tion by proxies, 
unions, and 
beliefs 

Point map Place  
classification 

Belief  
verification  
by human 

SLAM++  
(Salas et al. 
[104])

3D  
camera 

Metric– 
semantic

N/A Objects 
by scan 
model 
match

NS Single-layer  
spatial object 
graph 

Metric– 
semantic 
mesh 

N/A N/A 

Suchan  
et al. [103] 

3D  
camera 

Metric– 
semantic

Walls by 
planes 

Human 
pose  
detection 

NS Spatial–temporal  
representation  
of entities 

Metric 
map and 
semantic by 
primitives

Human 
activities, 
spatial re-
lation, and 
pattern

Human-
centered 
common 
sense 

Fusion++  
(McCormac  
et al. [100])

3D  
camera 

Metric– 
semantic

Objects by 
R-CNN 

N/A NS Single-layer 
spatial object 
graph 

Metric– 
semantic 
mesh 

N/A N/A 

SOMA 
(Kunze  
et al. [63])

3D 
camera, 
2D laser 
scanner 

Metric N/A Objects 
and 
people by 
CNN 

Document 
based 

Observation, 
semantic, and 
interpretation 
layer 

Point map, 
objects by 
pose and 
bounding box

Human 
activities 

N/A 

KnowRob 
(Beetz  
et al. [65], 
Beßler  
et al. [90])

NS NS NS NS Relational Ontology  
graph, multilevel  
of metric– 
semantic, logic, 
and episodic 
memories

Mesh and 
poses 

Episodic 
memory 
for  
reasoning 

Hypotheses 
verification,  
inner 
world, and 
motion 
control

Kimera  
(Rosinol  
et al. [105], 
[106]) 

3D  
camera, 
IMU 

Metric– 
semantic

Building 
structures 
and objects 
by CAD  
model 
match

People 
by pose 
detection 

NS Hierarchical 
graph  
connects  
spatial layers 

Metric– 
semantic 
mesh 

Place  
and room 
classifica-
tion 

N/A 

N/A: not available; NS: not specified. 
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information within the layers. The knowledge representation 
of SOMA comprises three layers inside a document-based 
database: the observation layer, semantic layer, and interpre-
tation layer. The scene information is organized similarly to 
Kimera with a spatial layout of hierarchical structures con-
nected by graphs. Suchan et al. [103] propose using ontolo-
gies and formal characterization to represent knowledge by 
space and motion. The knowledge representation of Know-
Rob is the most powerful due to the usage of description 
logic for representing and connecting knowledge within 

multiple levels by the 
Web Ontology Language 
(OWL). The framework 
links an inner world and 
virtual, logical, and epi-
sodic memories [65].

Based on the repre-
sented knowledge, a few 
approaches look deeper 
into the interpretation. 
For instance, the second 
pillar of KnowRob is 
knowledge-based reason-

ing to learn general knowledge. An object class-related affor-
dance extraction reasons what to do with objects [90]. Suchan 
et al. [103] show by temporal human detection and object 
recognition how to use reasoning to enhance the scene 
understanding. The use of logical spatial relations between 
instances (e.g., an object is located to the left of another 
object) and the detection of human activities represent valu-
able information about the scene.

The presented approaches indicate that they already per-
form more than one perception process step on an advanced 
level. Due to the different focus of every approach, none suffi-
ciently covers holistic scene perception. The degree of cover-
age is difficult to quantify due to missing metrics in research. 
However, the overview (see Table 1) offers a starting point to 
identify gaps and potentials compared to human perception.

The Gap to Human Scene Perception
How well does robot scene perception mimic human-level 
performance nowadays? Previous research compared the 
perceptual performance of robots with children’s age, such as 
Szeliski [107], who claimed that the computer vision reached 
the level of a two-year-old child. This comparison might not 
be beneficial since robot perception is not quantifiable in 
human terms as there is a specific rather than a broad per-
ceptual skill development of robots. Following this hypothe-
sis, this article details major gaps in robot perception in 
everyday scenes.

The Nonusage of Sensory Modalities
The first identified gap in robotic scene perception is the 
missing usage of multiple sensor modalities as the input 
source. Humans use different senses, providing the opportu-
nity to fuse and rely on the optimal sensor since each sensor 

modality is affected, such as vision by illumination, color, 
occlusion, and posture of objects [25] (see the “Recognition of 
Information” section). The hardware design of robots allows 
them an optimal sensory input due to flexible sensor choice, 
amount, and alignment. On the one hand, this underlines the 
statement of Premebida et al. [33] that robotic recognition 
tasks, such as vision-based object classification, could deliver 
higher performance than humans. However, on the other 
hand, all the robotic approaches of the “The Holistic Scope of 
the Latest Integrated Approaches” section limit the scene per-
ception to visual sensors, except for ego-motion sensors, as a 
single modality. Although vision sensors provide the highest 
information content of the scene, using a single modality is 
insufficient for the situations mentioned previously (the 
localization of acoustics; haptic feedback of obstacles; and 
darkroom problem). Therefore, current integrated scene per-
ception approaches are not able to deploy different senses in 
the way that humans do.

Different Perceptual Learning
A fundamental difference between robots and humans is the 
acquisition of perceptional understanding. Perceptual learn-
ing was first defined by Gibson [108] as “any relatively per-
manent and consistent change in the perception of a 
stimulus array, following practice or experience with this 
array.” Thus, humans learn an individual perception without 
initial knowledge that is constantly adjusted and influenced 
by society and the environment. The learning enables 
humans to achieve an optimal perception within the sur-
rounding since, in particular, high-level scene interpreta-
tions depend on the subjective impression that is difficult to 
generalize (see the duck–rabbit illusion [78]). In contrast to 
humans, popular perceptual techniques of robots use rigid 
learning strategies, which do not offer adaptation. It would 
require retraining or parameter adjustment of the initially 
deployed models. Moreover, these approaches provide nei-
ther the flexibility for extension nor adaptation of the per-
ception capabilities over time. 

All presented integrated robotic scene perception 
approaches (see Table 1) build up prelearned skills except 
for the method of Wyatt et al. [67], which allows modifica-
tions of the perception after deployment (see the “The 
Holistic Scope of the Latest Integrated Approaches” section). 
Especially in the future, when robots will be deployed for 
long periods of time, the initial perception will become 
obsolete unless the perception is adjusted continuously to 
the environment. Therefore, a gap concerns the learning of 
perceptual capabilities during runtime. Although research 
on robot learning, such as domain adaptation [109] and 
continuous learning (lifelong learning, perceptual learning, 
and never-ending learning) [110], reaches back almost 30 
years [111], it is still rarely used in practical applications. A 
common strategy is to learn from demonstration [112]. For 
instance, a human could teach the robot to adjust a generic 
perception to changes in the environment. The human can 
approve or decline estimates of the perception system via a 

A fundamental difference 

between robots and 

humans is the acquisition 

of perceptional 

understanding.
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user interface, such as classifying new objects or teaching 
novel actions. 

A possible solution for supervised learning by a human 
tutor has been presented by Wyatt et al. [67]. However, 
enabling robots to adapt to the environment requires new 
techniques. On the one hand, as proposed by Wyatt et al. [67], 
this technique could close knowledge gaps. On the other 
hand, learning environment-adapted perception skills once 
with a tutor will not avoid adjusting the perception within the 
deployed environment.

The Lack of Commonsense Perception
Our third identified gap is the lack of commonsense per-
ception caused by specific recognition capabilities. Fed 
by a high amount of training data, the artificial system 
becomes an expert for narrow recognition tasks. The pre-
vious arguments reveal several applications that hit the 
performance for specialized tasks. Although the recogni-
tion performance of a specific perception task can outper-
form humans, the fundamental issue is the lack of 
flexibility due to the required retraining or missing capa-
bility to extend recognition. Therefore, even the latest 
approaches achieve just low overall recognition perfor-
mance (see the “The Holistic Scope of the Latest Integrated 
Approaches” section).

Humans have individual perception skills depending on 
various influences, such as profession, culture, and age, 
since humans learn from practice and experience [108]. 
However, in a society, there are perception skills simplify-
ing a commonsense understanding. This enables humans 
to execute trivial tasks, such as knowing how to open a 
door or how to use an elevator. Nowadays, trivial com-
monsense perception skills, such as detecting a door and 
using its handle to move through the door or detecting 
the elevator buttons, are not default functionalities of 
mobile robots. Thus, robot recognition is not making 
sense of the whole scene. Similarly, the interpretation of 
scene data indicates specific capabilities. There are a few 
advanced approaches for interpreting a complex scene, 
such as KnowRob [65] (see the “Knowledge Interpreta-
tion” section). However, they provide narrow interpreta-
tions independent of the available scene information, 
whereas robots cannot instantly interpret an unseen 
scene. Therefore, the knowledge interpretation may not 
retrieve sufficient scene knowledge.

The Potentials of Robots
This section highlights the potentials in robot scene percep-
tion going beyond the perceptual capabilities of humans.

Flexible Sensor Design
The first presented gap in robot scene perception (using few 
or solely a single sensor modality) can be overcome by the 
usage of flexible sensor design. Human perception is limited 
to the recognized information of the senses and their range 
and accuracy, e.g., fog or darkness negatively influences scene 

recognition. Contrastively, robots benefit from scene-adjusted 
sensor modalities and their flexible configuration. They can 
overcome the limitations of human senses, such as through 
ultrasonic or radar recognition techniques [113]. Robots can 
be equipped with sensor modalities, such as radar, that 
enable them to freely adapt to their environment. The flexi-
bility of the robot design allows the adaptation to the appli-
cation. Thus, robots can use sensors with the desired 
amount, properties, and alignments. For instance, multiple 
visual sensors could enable 
robots to recognize the 
scene in 360°. Herewith, 
blind spots can be avoided, 
which is especially impor-
tant for safe usage.

Initial Perception 
Capabilities
In contrast to the high-
lighted gap of missing per-
ceptual learning, robots 
can be deployed with pre-
learned perception capa-
bilities and with initial scene knowledge. This trivial fact 
allows reducing the setup time of the robot to a minimum. 
For instance, mirroring the perception skills of an existing 
robot in an environment enables a new robot to perceive the 
scene equivalently. In contrast to robots, humans would have 
to learn from scratch.

Cooperative Perception
Speaking the “same language” in terms of understanding and 
exchanging information enables the sharing of perceptual 
data independent of the robot, assistive system, or infrastruc-
ture. Therefore, artificial systems have fewer restrictions than 
humans as the number of collaborators and the communica-
tion range and bandwidth are not hard restricted. The shar-
ing of scene information in real time with multiple artificial 
agents enables the fusion of scene observations from various 
perspectives. The data exchange enhances the scene knowl-
edge of every agent, which offers a comprehensive scene 
perception from its scene overview. A popular research area 
presents cooperative approaches that share navigation 
data, e.g., to distribute the mapping [64] or for the reactive 
path planning of multiple robots [114]. Moreover, possible 
decentralized computation, e.g., cloud computing, can save 
the resources of mobile robots [115]. Therefore, cooperative 
perception is a key technique for reducing the setup time of 
large environments and for providing the safe navigation 
and better economy of larger robot fleets through its inter-
communication [114], [116].

Future Directions
We propose two comparatively nonpopular future directions 
that contribute to deploying robots within our society. First, 
we propose developing frameworks to combine multiple 
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perception modules. The scope of robotic scene perception is 
low since fundamental commonsense skills are missing. 
Commonsense skills can be generated with scene per-
ception frameworks that combine several specific methods 
to achieve a holistic understanding. Second, although exist-

ing research on robot per-
ception achieves good 
performance on specific 
tasks, the flexibility for 
adjusting the perception 
within the robot usage is 
missing. It must be possi-
ble to extend initially 
deployed perception skills 
and to adjust the per-
ception at any time to 
the scene. Therefore, we 
address in particular our 

second and third identified gaps to future research that 
underlines the importance of perceptual learning being fun-
damental in everyday life. It is a central technique toward and 
beyond human-like perceptual performance.

Conclusion
This article transfers human scene perception to mobile 
robots for comparison since the performance of human 
perception is superior in many tasks. Current research in 
robotics presents specific perception skills evaluated in a 
predefined and constricted manner, whereby they already 
achieve promising results for everyday applications. How-
ever, for lifelong unsupervised and autonomous usage, 
multifunctional mobile robots in particular need to per-
ceive the scene holistically to reliably handle unknown 
and changing situations as well as uncertainties and 
dynamics. Human perception has been extensively stud-
ied since the 1970s, offering mature neuroscience studies 
and theories that define human perception as the process 
of recognizing, representing, and interpreting scene infor-
mation. This article uses this threefold division for a 
transfer from human to robot scene perception to identify 
similarities and differences in the process. The trans-
fer revealed that the robotic approaches partly mirror 
human-like perception. 

However, much research investigates specific methods, 
such as object classification, that outperform human percep-
tion. This prerequisite toward and beyond human-like per-
ceptual performance is promising. A new research area 
integrates multiple state-of-the-art methods in frameworks 
that aim toward a holistic scene understanding. However, 
these frameworks lack trivial commonsense perception 
skills and therefore cannot substantiate a holistic scene 
understanding. Moreover, only nonpopular research con-
tributes to the perceptual learning of robots, which is need-
ed to learn, adjust, and customize their perception. 
Therefore, these two major gaps need to be addressed by 
future research.
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