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An Empirical 
Evaluation  
of Ten Depth 
Cameras

By Georg Halmetschlager-Funek, Markus Suchi, Martin Kampel, and Markus Vincze

Bias, Precision, Lateral Noise, Different Lighting 
Conditions and Materials, and Multiple Sensor 
Setups in Indoor Environments

O
ver the last few years, novel color and depth sensors have pushed 
the boundaries of robot perception significantly. Today, several 
new depth-sensing products are replacing the earlier, well-
examined red-green-blue-depth (RGBD) sensors, which have 
reached the end of their product life cycle and are no longer 

available. The properties of the new sensors have not yet been investigated, and 
it is unclear how they will compare to earlier RGBD sensors.

In this article, we evaluate ten different RGBD sensors that represent the three 
main sensor technologies: structured light, active stereo, and time of flight (ToF). 
Our work considers  the influence of different target materials, different lighting 
conditions, and interference from other sensors in a multisensor setup. First, we col-
lect 510 data points using ten different sensors in a robot setup to perform four 
experiments per sensor. We then evaluate the sensors by comparing five different 
metrics: bias, precision, lateral noise, behavior under different lighting conditions 
and materials, and the applicability of multiple sensor setups. Based on our results, 
we conclude with recommendations regarding which sensor to use for a given appli-
cation.

RGBD Sensors
Since the 2010 introduction of Microsoft’s affordable Kinect depth sensor [1], 
RGBD sensors have become an essential component in many methods and applica-
tions that use machine vision, especially in the field of robotics. RGBD sensors are 
used in robotics applications such as three-dimensional (3-D) simultaneous local-
ization and mapping (SLAM)  and navigation, reconstruction, object recognition 
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and tracking, human recognition and following, and hand 
gesture analysis. The Kinect and similar sensors provide not 
only two-dimensional (2-D) color data, but also depth mea-
surements for each pixel. The transition from 2-D to 2.5-D 
opened up new opportunities for researchers to develop more 
sophisticated algorithms. Since then, a clear majority of lead-
ing research articles in the field of RGBD data processing 
exhibited a close relation to the Microsoft Kinect or its direct 
replacements, the Asus Xtion [2] or Primesense [3] RGBD 

sensor series.
Now, seven years af

ter their release, those 
sensors have reached the 
end of the product life 
cycle. Fortunately, their 
popularity has led to sev-
eral successor systems 
from different manufac-
turers that use similar 
or different technologies 
to provide RGBD data. 
New sensors using ToF 
or active stereo promise 
to offer similar or even 

improved depth-sensing results and different characteris-
tics for robotics applications (Figure 1). However, sensor 
manufacturers provide no, or very limited, information 
regarding the sensors’ noise behaviors [2], [4]–[12]. To 
our knowledge, a comprehensive overview that quantita-
tively evaluates these new sensor systems, including their 
noise characteristics in the robotics context, has not yet 
been published.

Many of the algorithms operating on RGBD data incorpo-
rate the specific noise characteristics of these sensors. For 
instance, SLAM algorithms include a model of the decreasing 
precision and bias of the measurements to determine the reli-
ability of the measured data, which directly results in better 
performance [1]. The same applies, but is not limited to, 

object recognition, segmentation, 3-D reconstruction, and 
camera tracking [13]–[16]. Hence, knowing the correct noise 
models leads to better and more reliable results in various 
fields of robot vision.

This article contributes a comprehensive evaluation and 
comparison with respect to 1) different depth sensors and 2) 
different metrics. To be more precise, we analyze ten different 
sensors in terms of bias and precision as defined in [1], [17], 
and [18] under various conditions. We focus on indoor sce-
narios because sensors that rely on projected infrared patterns 
to obtain depth data are not designed to deal with incident 
sunlight. Our experiments are tailored to extend the results of 
[1] and provide a comprehensive and general overview with-
out focusing on specific applications. Therefore, we designed 
several experiments to incorporate different distances, mate-
rials, and lighting conditions. We also investigate interference 
induced by other sensors, which is of special interest in robot-
ic and multirobotic systems.

The ten sensors cover both near- and far-range devices, as 
well as three different sensor technologies: ToF, structured 
light, and active stereo. ToF sensors transmit light pulses to 
measure the time required for the pulses to travel from the 
light source to an object and back to the sensor. This duration 
determines the distance to the object. Structured light sensors 
project a (dot) pattern onto the observed surfaces and extract 
the depth information using the principal of triangulation. 
Active stereo cameras combine the idea of an active projector 
and a passive stereo camera pair. In contrast to classic stereo 
cameras, active stereo cameras additionally project their own 
texture. Thus, they are able to gather information even on 
low-textured surfaces.

Our comparison includes seven wide-range sensors—
the Asus Xtion Pro Live [2], Orbbec Pro [5], Structure IO 
[4], Kinectv2 [6], RealSense D435 [7], RealSense ZR300 
[8], and RealSense R200 [9]—as well as three near-range 
sensors: the RealSense SR300 [11], RealSense F200 [10], 
and Ensenso N35 [12]). Table 1 provides an overview of 
the key specifications of the sensors.
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Figure 1. (a) A robot used for sensor integration. Depth data gathered with (b) a Kinectv2 sensor [5] and (c) an Orbbec 3-D sensor [6].  
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A comprehensive statistical analysis using 40 experiments 
evaluating more than 50,000 images guarantees an impartial 
comparison of the different sensors. This work is focused on 
robotic-related machine vision systems; therefore, we inte-
grate all sensors on a robot [Figure 1(a)] and evaluate the per-
formance of the sensors using their standard configurations. 
This analysis is of particular interest for several robot percep-
tion tasks, i.e., those in which modeling the sensor noise 
increases the performance of the algorithms. This includes 
tasks for navigation, manipulation of objects that use RGBD 
reconstruction, and object detection and recognition.

Related Work
Nguyen et al. [1] investigated different noise characteristics 
of a Kinect sensor; to our knowledge, theirs is the most 
important work regarding RGBD sensor noise. The authors 
here proposed a 3-D noise distribution for Kinect depth 
measurements in terms of axial and lateral noise. Their 
work described in detail all of the experiments and metrics 
they used to quantize sensor noise in the context of recon-
struction and tracking.

Han et al. [19] evaluated the potential of RGBD sensors 
for enhanced computer vision tasks. They reviewed the 
vision methods of data preprocessing, object tracking and 
recognition, human activity analysis, hand gesture analysis, 
and indoor 3-D mapping. They also considered the impact 
the Kinect RGBD sensor has had in terms of research and 
new technical challenges and demonstrated the importance 
of low-cost depth-sensing devices for the field of computer 
vision. Moreover, the article offers a short introduction to 
the technology used by RGBD sensors.

Andersen et al. provided a detailed analysis of the first 
Kinect sensor [20]. Their experiments used sequences of 

depth images, which allowed a statistical evaluation of bias, 
precision, resolution, influence of other sensors, and lateral 
noise. This approach was also used by Smisek et al. [21] and 
Pramerdorfer [22]. The main difference of [20] compared 
to our work is that the evaluation uses only an original 
Kinect sensor. Furthermore, the authors considered only one 
(or, at most, three) distances, depending on the experiment, 
and measured the influence of a single additional sensor. 
There was no evaluation 
of the sensor performance 
for different materials and 
lighting conditions.

An evaluation of sensor 
behavior with respect to 
multiple materials, includ-
ing precision measure-
ments on four materials, 
was performed by Berger 
et al. [23]. There were no 
other evaluation metrics 
presented in their work.

The idea of including 
different materials to eval-
uate Asus Xtion sensors 
for usability in fall-detec-
tion scenarios was also 
presented in the work of 
Pramerdorfer [22], which 
included a detailed des
cription of the experiments conducted to evaluate resolution, 
lateral resolution, precision, sensor influence by adding one 
additional sensor, and bias. This work and [1] were the main 
inspirations for designing our own experiments. However, we 

Sensor Xtion Pro Live [2] Structure IO [4] Orbbec Pro [5] Kinectv2 [6] RS D435 [7] 

Manufacturer ASUS Occipital, Inc. Orbbec Microsoft Intel 

Sensor type RGBD D RGBD RGBD RGBD 

Technology Infrared pattern Infrared pattern Infrared pattern ToF Active stereo 

Depth resolution 640 × 480 640 × 480 640 × 480 512 × 424 1,280 × 720 

Range [m] 0.8–3.5 0.4–3.5+ 0.6–8 0.5–4.5 0.2–10 

Interface USB 2 USB 2 USB 2 USB 3 USB 3

Sensor RS ZR300 [8] RS R200 [9] RS F200 [10] RS SR300 [11] Ensenso N35 [12]

Manufacturer Intel Intel Intel Intel Ensenso 

Sensor type RGBD RGBD RGBD RGBD D 

Technology Active stereo Active stereo Infrared pattern Infrared pattern Active stereo 

Depth resolution 628 × 468 640 × 480 640 × 480 640 × 480 1,280 × 1,024 

Range (m) 0.55–2.8 0.51–4 0.2–1.2 0.2–2 0.47–1.1 

Interface USB 3 USB 3 USB 3 USB 3 Ethernet 

USB: universal serial bus.

Table 1. The analyzed sensors and their specifications given by the manufacturers.
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extended the experiments with nine new sensors and six dif-
ferent materials and substituted the metric for lateral resolu-
tion in [22] with a similar measurement for lateral noise, as 
proposed in [1]. This resulted in a total of 510 data points for 
five different metrics.

Evaluation Metrics
This section describes the metrics used to evaluate the differ-
ent sensors; keeping in mind robotics applications such as 
navigation, object detection, and human machine interaction, 
we propose five metrics. These metrics cover different aspects 
of noise and bias, reflection properties, the response to ambi-

ent illumination, and 
sensor interference. We 
first introduce the met-
rics and then outline how 
they capture the appli
cation requirements in 
an objective and measur-
able way.

Metrics 1 and 2, bias 
and precision: Bias [In
ternational Organiza-
tion for Standardization 
(ISO) 5725-1: trueness] 
describes the deviation 
between the mean dis-
tance estimated by the 
sensor and the ground-

truth distance. Precision quantizes the standard deviation of 
the depth measurements. Our definition of bias and preci-
sion follows the official definitions of trueness and precision 
according to ISO 5725-1 [24]. We use two discrete values to 
cover the full statistics of our measurement. 
1)	 The bias is defined as

	 | |,d dbias l o dn= - - � (1)

where dl  is the measurement of the laser device and do  
is the fixed distance offset between the mounted laser 
device and the tested sensor. Here, dn  is the average depth 
defined as
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where N  is the number of measurements, n is the size of 
the measured region, and (u, v) is the corresponding coor-
dinate in the 2-D depth-image Ii . 

2)	The precision is defined as
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where Iiu  is the corrected fronto-parallel depth image and 
dnu  is the average depth of Iiu  using (2).

Metric 3, lateral noise: This metric quantizes the lateral 
noise around a vertical depth edge as a function of depth. We 
use the maximum distance of the image pixels around a depth 
edge to quantify the noise in pixels:

	 ( ) ( , ) ,arg maxd p llatnoise
p P

D=
!

^ h � (4)

where p is an instance in the set of detected edge pixels P  
within a selected region (using Canny edges [25]), l  is the 
least-mean-squares fitted line representing the edge, and (.)D  
is the pixel-line distance function.

The lateral noise may be transformed into a lateral resolu-
tion using a sensor’s depth, lateral noise in pixels, and calibra-
tion parameters together with its projective geometry. In other 
words, this metric evaluates the precision of the sensor to 
quantize spatial expansions of objects and scenes in the image 
space (while the pixel value gives the depth measurement).

Metric 4, lighting and materials: This metric evaluates the 
precision depending on the reflectivity and absorption behav-
ior of different materials in combination with the influence of 
ambient light. It indicates the performance of the sensor for 
different materials and under different lighting conditions.

Metric 5, multiple sensors: This metric quantizes the preci-
sion of a sensor in a multiple-sensor setup and the number of 
invalid values in relation to the full-sensor resolution (nan 
ratio). It is motivated by the fact that sensors using the same 
measurement technology tend to interfere with one another 
[11]. In other words, this metric measures the ability of the 
sensor to deal with multisensor setups, which occur in the 
field of robotics on a regular basis.

Why do these metrics capture the requirements of SLAM 
or reconstruction? SLAM and reconstruction algorithms 
include a model of the decreasing precision and bias of the 
measurements to determine the reliability of the measured 
data and incorporate the noise characteristics (incorporat-
ing a noise model results in better performance [1]). In
corporating the noise characteristics also improves the 
performance of the object recognition, segmentation, 3-D 
reconstruction, and camera tracking [13]–[16]. Although 
the main contribution of this article is an extensive evalua-
tion of ten different sensors, we highlight the relevance of 
our results by showing the preliminary qualitative results of 
the reconstruction algorithm introduced in [26] incorporat-
ing our parametric error model.

Experimental Setup
Various publications are available regarding sensor calibration 
and depth offset compensation methods [27], [28]. We 
directly benchmark the sensors and not the underlying cali-
bration methods; therefore, we use the raw sensor data 
together with the factory calibration. However, it should be 
noted that this article is primarily related to sensor calibration. 
Most calibration methods rely on information regarding the 
noise characteristics of raw sensor data to adapt the underly-
ing noise and/or error model. This work provides the neces-
sary information.

We directly benchmark 

the sensors and not the 

underlying calibration 

methods; therefore, we 

use the raw sensor data 

together with the factory 

calibration.
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The data are gathered using a mobile platform equipped 
with the Robot Operating System (ROS) along with publicly 
available ROS wrappers for the sensors (Figure 2). The 
ground-truth measurements are obtained using a laser-range 
measurement device. Additionally, a luxmeter and a strong 
construction light are used to evaluate the sensors’ capabilities 
under different lighting conditions.

Experiments 1 and 2:  
Bias, Precision, and Lateral Noise
Our gathered data for far-range sensors starts from the short-
est distance at which the sensor is able to gather depth infor-
mation and continues up to the farthest distance (~7 m) using 
a step size of 0.5 m. For near-range sensors, the measurements 
are conducted from approximately 0.3 m to 2 m with a step 
size of 0.1 m. The distances are validated using a laser mea-
surement device. The depth offset between the sensor and the 
laser measurement device is determined manually and taken 
into account for the experiments. The sensor is positioned par-
allel to a planar surface. For each measurement, a region of 20 
× 20 pixels on the target is recorded for 100 frames to make 
sure temporal noise is included in our evaluation. The ground-
truth laser measurement is subtracted from the mean distance 
value obtained from the 100 frames to calculate the bias.

To determine precision, we fit a plane to the target area to 
compensate for the nonexact parallel alignment of the sensor 
to that area. This achieves a fronto-parallel sensor image. The 
obtained standard deviation gives a new data point for deter-
mining the precision of the sensor at the current distance.

For both bias and precision, we fit the parametric error 
model as follows:

	 ( ) · · ,f d p p d p d0 1 2
2= + + � (5) 

where d  represents the depth and , ,  p p pand0 1 2  are the 
coefficients of the quadratic error model. The determined 
error models for every sensor and the collected numerical 
data are publicly available on our webpage, https://www.acin.
tuwien.ac.at/rgbd-sensor-tests/.

Similar to [1], we determine the lateral noise using the 
sharp vertical edge of the target. First, we manually select a 
region of the depth map containing the target’s vertical edge. 
Second, we detect that edge using Canny edges [25] and fit a 
line model to the obtained pixels using least mean squares. 
This enables us to determine the distance of each edge pixel to 
the edge.

Experiment 3: Lighting and Materials
In this setup, six different materials under four different light-
ing conditions (4, 36, 277, and 535 lux) at distances 0.7 m 
(near range), 1 m, and 1.5 m (far range) are tested. The differ-
ent lighting conditions are achieved by adding three light 
sources, one after the other, consisting of two ambient office 
lights and one strong spotlight.

The materials are chosen to cover a wide variety of reflective 
characteristics, including aluminum, black plastic, blue shiny 

plastic, foam, paper, and textile. The sensor is placed parallel to 
the objects. For each distance, object, and lighting condi-
tion, a region of 20 × 20 pixels is measured on the objects for 
100 frames. The schematic of the experimental setup is depict-
ed in Figure 3.

Experiment 4:  
Multiple Sensors
The simulation of interference by additional sensors is achieved 
by placing one additional sensor at a distance of 2 m and an 
angle of 60° and another at a distance of 1.1 m and an angle of 
45° to the object (Figure 3). The interference measurements are 
conducted by adding one sensor after another. Each measure-
ment, consisting of 100 frames, is taken from a planar surface 
parallel to the sensor.

Results
This section provides a comprehensive overview of the re
sults achieved by our experiments, including interpretations 
and explanations.

Figure 2. The robotic system used for testing purposes. 



72 •  IEEE ROBOTICS & AUTOMATION MAGAZINE  •  MARCH 2019

Bias
While the Kinectv2 offers low bias over the whole range, we 
observe a significant increase of the bias for sensors using struc-
tured light starting from d>3 m. While all three structured light 
sensors and the two active stereo cameras (ZR300 and D435) 
offer a lower bias than the Kinectv2 for distances d<1 m, three 
sensors (ZR300, Orbbec, and Structure IO) offer an even lower 
bias for depth values d<2.5 m. We observe a quadratic increase 
of the bias for all sensors [full range: d = 0–8 m, Figure 4(a); 
zoom in: d = 0–3 m, Figure 4(b)]. The near-range sensors, 
F200 and SR300 [Figure 4(c)], show a slightly higher bias than 
their far-range counterparts, while the Ensenso N35 provides a 
low bias over the whole measurement range.

Precision
A quadratic decrease of precision is found in all far-range 
sensors [full range: d = 0–8 m, Figure 5(a); zoom in: 
d = 0–3, m, Figure 5(b)], but the structured light sensors 
differ in scale compared to the Kinectv2. Overall, the R200 

and ZR300 sensors have the worst performance, while the 
Structure IO and Orbbec sensors perform very similarly. 
We observe that, at distances d<2 m, all structured light 
sensors generate less noisy measurements than the Kinec-
tv2. Moreover, the D435 is able to gather more precise 
results than the Kinectv2 at distances d<1 m. We observe 
that the precision results for the D435 are more scattered 
than for the other sensors. The near-range sensors [Figure 5(c)] 
experience noise levels up to 0.0007 m. In the ranges speci-
fied by the manufacturers, we are able to obtain precision 
values under 0.004 m.

Lateral Noise
The analysis of lateral noise shows similar results for the three 
far-range structured light sensors and distances. For d<3 m, 
the noise level is independent of the distance, with three pixels 
for the structured light sensors and one for the Kinectv2 
(Table 2). Two active stereo sensors (D435 and ZR300) offer a 
low lateral noise level similar to that of the Kinectv2. The 

R200 achieves a lower lateral noise of 
two pixels for distances closer than 
2 m. In the near-range sensor, the 
Ensenso N35 achieves the highest 
lateral noise value.

Materials
A total of 384 data points is gathered 
to determine how the sensors’ preci-
sion is influenced by the reflection 
and absorption properties of six dif-
ferent materials in combination with 
four different lighting conditions 
from 4.2 to 535.75 lux (Figure 6). 
Figure 3 depicts the test setup.

The tests reveal that the Structure 
IO sensor best handles the varying 
object reflectances and lighting con-
ditions. Although it has a lower pre-
cision compared to the other sensors 
for distances of d>1.5 m, it is able to 
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gather information for high-reflective surfaces, such as alumi-
num, and under bright lighting conditions. While the Struc-
ture IO sensor gives a dense depth estimation, the Xtion is 
not able to determine a depth value. It is also notable that 
the Orbbec completely fails to gather depth information for 
four of the six surfaces under bright lighting conditions. 
The Kinectv2 fails  to gather reliable depth data for alumi-
num at distances of d = 1 m and d = 1.5 m and under bright 
lighting conditions. The F200 and SR300 sensors have a 
significantly lower precision for bright lighting conditions. 
During the setup of the experiments, we expected the 
active stereo cameras (Ensenso and R200) to be able to 
handle different lighting conditions better than the struc-
tured light sensors due to the nature of their technology; 
this expectation was partially fulfilled.

Additional Sensors
Our results (Figure 7) reveal that the far-range structured light 
sensors can handle noise induced by one and two additional 
sensors. An exception occurs when the distance to the target is 
d = 1.5 m and two additional sensors are introduced to the 
scene. We did not observe a similar effect for the Kinectv2. 
The sensor gives stable results for precision independent of 
one or two additional sensors. The near-range sensors F200 
and SR300 are significantly less precise with an additional sen-
sor, and the Ensenso N35 is only slightly affected by a third 
observing sensor. At this point, we note that the high nan ratio 
for the close-range devices can be partially derived from our 
setup. Half of the scene is out of the sensor’s range (Figure 8).

To summarize, the first experiment with one sensor pro-
vides a baseline for the measurements with two and three 
sensors observing the scene. The first differences are already 
visible if only one sensor is added. In particular, the SR300 
and F200 sensors have a significant increase in the nan ratio if 
another Realsense device is added to the scene. For a closer 
analysis, we show the corresponding depth images. In Fig-
ure 8, it is clear that the depth extraction is heavily influenced 
by an additional sensor. The Ensenso and Kinectv2 sensors 
are nearly unaffected by the additional sensors.

Use Case
Schreiberhuber et al. [26] develop a scalable reconstruction 
method that uses a mesh to represent surfaces. In their work, 
they incorporate our error model for the precision of the 
RGBD sensor. As an outcome, they show a significant quality 
improvement of the reconstruction (Figure 9).

Discussion
The three far-range sensors using structured light show simi-
lar results for bias, precision, lateral noise, and noise induced 
by additional sensors. Their precision differs for different 
object properties and under varying lighting conditions. 
While the Structure IO sensor gathers valid depth data under 
all lighting conditions for all materials, it shows a slightly 
lower precision than the other sensors. The Orbbec sensor 
fails to gather data under bright lighting conditions for four of 
the six materials at a distance of 1 m. The difference in perfor-
mance under bright lighting conditions may be related to the 
built-in infrared cameras, their dynamic range, and the per-
formance of the auto exposure.

Lateral Noise (Pixel)

Sensor d = 0–0.7 m d = 0.7–3 m d = 3–5 m

Asus Xtion — 3 2

Structure IO — 3 2

Orbbec 3-D — 3 2

Kinectv2 — 1 1

D435 1 1 2

ZR300 — 0.5–1.2 —

R200 — 2–3 —

F200 1.5 — —

SR300 2 — —

Ensenso 3 — —

Table 2. The lateral noise.
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Figure 6. The precision ratios for different materials and lighting conditions (lower is better). A precision of zero indicates that the 
sensor is not able to gather any depth information. 
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The RealSense R200 achieves a similar bias compared to 
the structured light sensors, while the ZR300 shows a 
smaller bias than the structured light sensors for d<2 m. 
However, the ZR300 appears to be less precise than the 
structured light sensors, independent of the target material. 
Moreover, they fail to gather depth data under bright light-
ing conditions.

The Microsoft Kinectv2 sensor behaves significantly dif-
ferently compared to the other sensors. It outperforms all sen-
sors regarding bias, lateral noise, and precision for d>2 m. For 
the range of 0.7 m<d<2 m, the Kinectv2 is less precise than 
the structured light sensors. Overall, the data provided by the 
Kinectv2 are less smooth and generate inferior surface repre-
sentations for midrange depths.
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The D435 sensor gives scattered results for the precision 
and the bias. For some distances, it achieves a similar bias 
and precision as the Xtion sensor. However, for other dis-
tances we observe large outliers. Due to the nature of the 
used active stereo technology, the D435 is not influenced by 
additional sensors.

For the near-range devices, our experiments reveal that 
the F200 and SR300 sensors are not able to handle noise 
induced by additional sensors. Their precision and nan 
ratios are significantly influenced if a second sensor is 
added to the scene. In terms of precision, the F200 and 
SR300 are superior compared to the Ensenso N35 active 
stereo system. For all other metrics, the Ensenso N35 out-
performs the two sensors.

Conclusions
This work evaluated ten different depth sensors using five 
metrics, aiming to achieve representative and comparable 
results to benchmark the sensors. Therefore, we semiauto-
matically collected 510 data points, each based on 100 depth 
frames. The results provided valuable information about 
state-of-the-art depth sensors for research in robotic percep-
tion and related applications.

Our investigation suggests the use of far-range structured 
light cameras for any application in which the quality of the 
surface representation is more relevant than the bias of the 
depth measures. This can include common robot tasks such 
as object modeling and recognition within the robot’s manip-
ulation distance, i.e., distances fewer than 2 m for approach-
ing and handling an object. Moreover, the Asus Xtion and 
Structure IO sensors were able to gather data under all tested 
lighting conditions for all materials. Hence, they are especially 
useful for robots operating under uncontrolled conditions. 
Other comparisons revealed the following.

●● �The ZR300 sensor offered a low bias for <4 m but may 
fail to gather depth data under bright lighting condi-
tions. Applications in which the bias was more relevant 
than the precision of the measurements fit the domain 
of this sensor.

●● �The D435 provided a remarkably wide range, from 0.2 to 
7 m, and performed especially well for depth ranges <1 m. 

However, it failed during our experiments to gather depth 
measurements under bright lighting conditions and had 
scattered results for precision and bias.

●● �For large distances >4 m, the tested ToF sensor (Kinectv2) 
gathered the most reliable measurements, even under 
bright lighting conditions.

●● �The Ensenso active stereo camera offered the lowest bias 
within its narrow range of 0.5–1 m. It satisfied applications 
requiring low-biased measurements from a sensor that can 
be used out of the box.

●● �The RealSense ZR300, R200, and D435 sensors offered 
various parameters for adapting the sensor properties to 
the scene. During our experiments, we used the factory 
presets for high-accuracy measurements without adapta-
tion to the current lighting and materials.
Because experiments 1 and 2 (bias and precision) are easy 

to reproduce, we suggest that users with new sensors gather 
data in a similar way to 1) benchmark their sensor against our 
results and 2) apply the previously introduced easy-to-use 
error model. 

Future work should evaluate the different sensors under 
outdoor lighting conditions and add new sensors, as they are 
continuously entering the market. Furthermore, the experi-
ments regarding precision, bias, and lateral noise could be 
extended for different viewing angles. The setup may be mod-
ified by replacing standard drivers with more advanced meth-
ods. For example, [29] implements a method to calculate a 
disparity map for structured light sensors, and [30] adds a fil-
ter to the Freenect2 driver to extend the sensor range, which 
may be of relevance to robotics applications.
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(a) (c) (d)(b)

Figure 9. The reconstruction method from [26]. The two RGB images: (a) and (b) show the same location observed from different 
distances and (c) and (d) show the reconstruction results of the highlighted region (red circle), (c) without and (d) with our 
error model.
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