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Setting up real-time hardware communication for 
applications such as precise motion control can be 
time consuming and confusing. Therefore, this 
tutorial introduces the deployment of an Ethernet 

for control automation technology (EtherCAT) protocol. 
We situate EtherCAT, briefly discuss the origins and 
working principles, and mention advantages over other 
widely used protocols. Additionally, the main objectives of 
the tutorial and the required software to complete it are 
presented. Online supplements are included, explaining 
all steps to run a Simulink model in real time on a Windows 
machine within a few hours.

Background 
Particular application domains in the field of robotics and 
industrial automation require precise motion control 
capabilities. To achieve this, real-time control systems are the 
key to developing highly dynamic and intelligent robotic sys-

tems, such as prosthetic devices [1], [2], exoskeletons [3], 
legged robots [4], humanoids [5], and so on. In these high-
end motion control applications, there is a need for very fast, 
low-level control loops with data rates that range from 250 µs 
to 1 ms [6]. Furthermore, these systems require accurate time 
synchronization and high data throughput for which real-
time Ethernet (RTE) protocols have recently emerged as the 
leading solution in industry.

EtherCAT is a widely used RTE protocol that has shown 
excellent performance at a relatively low cost [7]–[9]. The 
simplicity with which it can be deployed and run a Simulink 
model in real time makes EtherCAT a practical solution for 
robotic prototyping. This is an introduction on how to deploy 
an EtherCAT master running a Simulink model in real time 
on a Windows machine. The general working principles and 
the origins of EtherCAT are summarized to situate EtherCAT 
in the vast family of RTE protocols and show its advantages 
relative to other RTE systems and controller area networks 
(CANs). In an ideal case, the reader should be able to have a 
simple test setup running in a matter of hours and with lim-
ited hardware costs. The fully detailed step-by-step tutorial 
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accompanies this article in IEEE Xplore. Additionally, the 
tutorial contains successful implementations on several sys-
tems, such as the Cybernetic Lower-Limb Cognitive Ortho-
Prosthesis (CYBERLEGS) Beta-Prosthesis (Figure 1).

EtherCAT in Layman’s Terms
The functionality of the EtherCAT protocol’s general concepts 
and origins of industrial communication are briefly recalled, 
and the general working principles that apply specifically to 
EtherCAT are discussed here with a certain level of abstrac-
tion, as the goal of this tutorial is only to give the reader a 
basic understanding of the system to successfully deploy the 
protocol. Specific resources are conveyed to the reader inter-
ested in delving more deeply into the field.

EtherCAT Origins
Technologies such as programable microcontrollers and digi-
tal signal processors allowed for the replacement of purely 
analog control loops with digital controllers, such as pro-
grammable logic controllers (PLCs). This led to the core of 
industrial networking, termed fieldbus protocols. Many field-
buses were developed in parallel, and, essentially, every com-
pany designed its own protocols, which naturally led to 
confusion for consumers and developers [11]. As a reaction to 
this, there was the fieldbus war, a web of company politics and 
marketing interests that, in 2000, led to the establishment of 
an international fieldbus standardization, the International 
Electrotechnical Commission Standard 61158 [12]–[15]. In 
the meantime, Ethernet protocols were already well estab-
lished in the office world. The increased data rates of newer 
Ethernet standards (for example, 802.3 u fast Ethernet) made 
it easier to create real-time Ethernet protocols, as the trans-
mission and retransmission times are significantly shorter. 

While fieldbus systems such as Profibus, Serial Real-Time 
Communication System (SERCOS), CANs, and many others 
have allowed for distributed industrial automation systems, 
the performance of these protocols was considered to be too 
limited when compared to the available performance (mainly 
in terms of data throughput) of nonreal-time networks such 
as Ethernet [16]. In addition, Ethernet bandwidth enables bus 
cycle times in the microsecond range instead of the millisec-
ond range, which, together with the superior performance of 
modern personal-computer-based control systems, allows 
one to close the control loops over the fieldbus that previously 
had to be closed locally in the peripheral systems [17]. Finally, 
the large amount of research that has gone into developing 
Ethernet as a standard, as well as inexpensive and readily 
available hardware, and the Internet of Things [18], which 
enables the connection of almost anything with everything, 
anywhere, illustrates the wish to develop RTE communica-
tion protocols. Nonetheless, the many challenges that pre-
sented themselves as the requirements between those two 
domains—the office world and industry—are very different, 
as discussed in [11] and [19]. The two main differences in 
requirements are related to communication time determin-
ism and precise clock synchronization.

First, time determinism is the requirement for the trans-
mission times of data packets to be known. This means that 
the latency of a signal must be bounded and have a low vari-
ance. The variance of the response time of a signal is often 
referred to as jitter. A low jitter is required because the vari-
ance in time has a negative effect on control loops (the deriva-
tive and integral portions of a control loop are affected by 
time variation). The second difference is the precise clock 
synchronization of the network. Real clocks drift and will dif-
fer in time over long periods. As pointed out in [20], unsyn-
chronized networks usually suffer from nonnegligible jitters. 
In conclusion, a family of RTE protocols has, in recent years, 
evolved into a large number of solutions and standards. Two 
of the most prominent representatives of this group are Ether-
CAT and Profinet, the former of which is believed to offer the 
best performance in terms of communication efficiency and 
short cycle times [8].

Working Principle
Today, there are more than 25 different RTE solutions on the 
market, and they are offered by diverse manufacturers and the 
academic community [19], [9], [16]. These solutions integrate 
different working principles, such as the method for encapsu-
lation of process data into Ethernet frames, the limitations on 
network topology, synchronization of the network, imple-
mentation costs, and so on. Primarily, EtherCAT is industrial 
Ethernet and utilizes standard frames and the physical layer as 
defined in the Ethernet IEEE Standard 802.3 [21]. Of the fast 
Ethernet standards, 100BASE-TX is the most common and 
the one used in EtherCAT networks. By utilizing the full 
duplex (data transmission in two directions), features of fast 
Ethernet allow effective data rates of 100 Mb/s [17]. Further-
more, the EtherCAT protocol employs the master/slave prin-
ciple to control access to the medium. The master node 
(typically the control system) sends the Ethernet frames to the 
slave nodes (such as sensors and actuators), which can extract 
data from and insert data into these frames. These process 
data (of all the network devices) are carried together in one 

Figure 1. The CYBERLEGs Beta-Prosthesis, which actuates two 
degrees of freedom (the knee and ankle), is controlled via 
an EtherCAT protocol. The prosthesis integrates series elastic 
actuators controlled by custom-made electronics boards.
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or more Ethernet frames. This is the so-called summation frame 
principle, as opposed to the individual frame approach in 
which every frame carries process data for only one device [8].

With EtherCAT, the standard Ethernet packet is no longer 
received, interpreted, and copied at every node. Instead, slave 
devices process frames on the fly, reading and inserting data 
while the frame is passing through the device. This is handled 
by hardware-integrated EtherCAT slave controllers. The pro-
cess data in industrial networks are relatively small in quantity 
(only a few bytes) so that the summation frame method, com-
bined with the processing-on-the-fly feature of the EtherCAT 
slaves, offers strong system performance [8], [22]. Moreover, 
network topology plays an important role when the perfor-
mance of a system is evaluated [22]. Crucial aspects are not 
only cycle time or efficiency but also cabling effort, diagnos-
tic features, redundancy options, and plug-and-play features. 
EtherCAT networks have no practical limitations regarding 
the topology, line, star, tree, ring, and all those combined with 
up to 65,535 nodes per segment. Then, for synchronization, 
EtherCAT relies on a clock synchronization mechanism that 
is known as a distributed clock (DC). Essentially, all the DC-
enabled slaves in the network are synchronized with a com-
mon timing reference under direct control of the master [7].  
Despite being simple and straightforward, the DC mecha-
nism enables accurate synchronization (in small-to-medium 
systems, clock deviations are well below 1 µs).

Ethernet-Based Solutions 
There are more than 25 Ethernet-based industrial protocols 
on the market, but the list of protocols that have a consider-
able impact on industry is much shorter [23]. They are

●● EtherCAT
●● Powerlink
●● Ethernet/Internet Protocol (IP)
●● Modbus/Transmission Control Protocol (TCP) 
●● ProfiNet.

A multitude of performance evaluations of the remain-
ing systems are reported in the literature. The conclusions 
of these studies are that EtherCAT is an overall highly per-
forming real-time protocol when compared to the afore-
mentioned protocols [24], [25], [8]. ProfiNet has advan-
tages over EtherCAT in specific conditions, such as efficiency 
in asynchronous communication [26]. Neither Ethernet/IP 
nor Modbus/TCP are deterministic and, by consequence, 
not suited for hard real-time control. The major advan-
tages of EtherCAT over ProfiNet and Powerlink are the 
costs of implementation and the commercial diffusion of 
the technology [27]. Studies also predict the future perva-
siveness of EtherCAT in the industrial automation and 
robotics fields [23]. This suggests that EtherCAT is the 
leading communication protocol for these applications. 
Another major communication protocol that is not part of 
Ethernet-based systems are serial protocols, of which CAN 
is widely used in the robotics field. 

CAN
CAN is still an adequate choice for low-cost industrial 
embedded networking. However, Ethernet-based protocols 
are now able to overcome the shortcomings of CAN, such as 
limited baud rate and limited network length (1 Mb/s at 
120 ft). Although the very low-cost implementation as well as 
the low resource requirements of CAN protocols still make it 
an adequate choice in certain applications (such as the auto-
motive industry, small embedded solutions, and aerospace), 
the overall advantages of EtherCAT over CAN are

●● the data throughput (currently 100 times higher)
●● the unlimited network length
●● increased system performance
●● the use of established hardware components.

EtherCAT Deployment
An EtherCAT master runs the EtherCAT network and com-
municates with all slaves. This master needs to be implement-
ed on a real-time operating system. For this case, several 
solutions have been developed. The one demonstrated in this 
tutorial is the Windows control and automation technology 
(TwinCAT). Beckhoff provides the TwinCAT program, 
whose essential functionality is to reserve a number of physi-
cal cores on a user’s personal Windows computer and run the 
EtherCAT network from these cores. The Windows operating 
system does not run on these cores anymore and only oper-
ates on the cores specified by the user. As an example, in this 
tutorial, a quad-core laptop was used in which two cores are 
reserved for the EtherCAT protocol and two cores are used 
for running Windows.

The driver running on the EtherCAT reserved cores is a 
compiled version of a program that can be written in either 

Figure 2. A Kollmorgen RBE-type 12- pole frameless motor 
as used in the test setup. The sensors in the motor include 
hall sensors for the commutation of the motor and an optical 
incremental encoder for its position. A small ring is clamped to 
the main axle to be able to turn the motor axle manually.
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PLC language or C/C++ code. Beckhoff provides functional-
ity to run compiled Simulink models (in C++) as drivers in 
the kernel space. Following is a list of the required software to 
successfully turn a Windows computer into a real-time target 
running an EtherCAT network:

●● �Microsoft Visual Studio 2010 or higher; required if pro-
graming is directly done in C++, otherwise the shell pro-
vided with TwinCAT can be used

●● MATLAB 2011 (or newer) including MATLAB Coder
●● TwinCAT 3.1 (free for noncommercial use)
●● �a Beckhoff TE1400 module (free for Simulink models with 

five inputs, five outputs, and 100 blocks; larger models 
require a license)

●● Microsoft Windows Driver Kit 7 (free) or higher.

Conclusion
In this article, the main outline of a broader hands-on tuto-
rial on the EtherCAT communication protocol for real-time 
hardware communication in robotics and automation appli-
cations is presented. This includes an introduction to field-
bus systems and a general description of the EtherCAT 
features. The tutorial guides the reader through the imple-
mentation of a real-time control loop developed in Simulink 
and compatible with widely used hardware components 
(Maxon drivers and motors). Debugging tools for TwinCAT 
and Simulink as well as instructions on the activation of 
Beckhoff licenses are included. Additionally, the reader will 
find experimental implementations such as those depicted 
in Figures 1 and 2. Furthermore, the literature concerning 
the assessment of the protocol’s performance was conveyed, 
and the advantages of the protocol were discussed. 

The technical features of EtherCAT make it an outstand-
ing communication protocol for applications requiring pre-
cise motion control, while keeping the implementation cost 
to a minimum. Additionally, it provides compatibility with 
common hardware and software. With the appended tuto-
rial, the reader should be able to deploy a reliable real-time 
communication system and run a Simulink control loop 
within a matter of hours.
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India) (Figure 5). 

To start the program, Raunak Gupta 
welcomed the 31 dignitaries and partic­
ipants, informing them that this was 
the Student Branch’s third event this 
year. He said that robotics, being an 

interdisciplinary field, has a large num­
ber of applications in every walk of life, 
such as manufacturing and the medical, 
aerospace, and automotive industries. 

During the TEP-R, the participants 
learned basic robot design, function, 
and control. Yadav explained the com­
ponents used in making a robot. Stu­
dents learned fabrication techniques 
through a hands-on, practical session 
(Figure 6). They worked on various 
algorithms, such as Line Follower Robot 
and Edge Follower Robot. During the 
last TEP-R segment, the organizers 

sprang a quiz to assess attendees’ knowl­
edge, and the top six participants were 
awarded a certificate of merit.

At the conclusion of the program, 
Chauhan expressed his thanks to the 
audience. He also assured everyone 
that the Student Branch would pro­
vide the best of opportunities to all 
of the institute’s budding engineers, 
researchers, and professors who are 
keen to pursue future explorations in 
the field of robotics.
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