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Abstract—Objective: This study presents a novel brain-
computer interface paradigm of dual-frequency modulated
steady-state visual evoked potential (SSVEP), aiming to
suppress the unpredictable intermodulation components
in current applications. This paradigm is especially suit-
able for training-free scenarios. Approach: This study built
a dual-frequency binocular vision SSVEP brain-computer
interface system using circularly polarized light technol-
ogy. Two experiments, including a 6-target offline experi-
ment and a 40-target online experiment, were taken with
this system. Meanwhile, an improved algorithm filter bank
dual-frequency canonical correlation analysis (FBDCCA)
was presented for the dual-frequency SSVEP paradigm.
Main results: Energy analysis was conducted for 9 subjects
in the 6-target dual-frequency offline experiment, among
which the signal-to-noise ratio of target frequency com-
ponents have increased by 2 dB compared to the one of
unpredictable intermodulation components. Subsequently,
the online experiment with 40 targets was conducted with
12 subjects. With this new dual-frequency paradigm, the
online training-free experiment’s average information trans-
mission rate (ITR) reached 104.56 ± 15.74 bits/min, which
was almost twice as fast as the current best dual-frequency
paradigm. And the average information transfer rate for
offline training analysis of this new paradigm was 180.87
± 17.88 bits/min. Significance: These results demonstrate
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that this new dual-frequency SSVEP brain-computer inter-
face paradigm can suppress the unpredictable intermod-
ulation harmonics and generate higher quality responses
while completing dual-frequency encoding. Moreover, its
performance shows high ITR in applications both with and
without training. It is thus believed that this paradigm is
competent for achieving large target numbers in brain-
computer interface systems and has more possible prac-
tices.

Index Terms—Brain-computer interface, steady-state vi-
sual evoked potentials, binocular vision, dual-frequency
modulation, polarized light.

I. INTRODUCTION

S TEADY-state visual evoked potentials (SSVEPs) are natu-
ral response of the optical nervous system. When people fix-

ate on a periodically flickering stimulus target, the visual cortex
of the brain generates responses and harmonics with correspond-
ing frequencies [1]. Because its response is stable and can be
directly measured by electroencephalography (EEG), SSVEPs
have been widely used among brain-computer interface sys-
tems [2], [3]. Since the SSVEP based brain-computer interface
paradigm has apparent advantages in information transmission
rate and training time [4], it has been one of the hottest research
areas of the brain-computer interface in recent decades [5].

Light waves are transverse waves, and their direction of
vibration and propagation form a plane of vibration. If the
plane is fixed, the light is linearly polarized [6]. Two sets of
orthogonal linear polarized light can create elliptically polarized
light. Suppose the amplitudes of two sets light are equal. In that
case, it is called circularly polarized light, and the angle between
two groups of linearly polarized light is the phase of circularly
polarized light [7]. Glasses made with circularly polarized light
plates can only pass through the circularly polarized light of
the target phase, enabling both eyes to receive different pictures
simultaneously [8]. The stereo vision scheme of circularly po-
larized light has a better viewing angle and light intensity than
linear polarization [9].

At present, the SSVEP brain-computer interface primarily
uses single-frequency targets for stimuli, and the most typical
choice is the 40-target stimulus model [10]. Currently, there
are two principal algorithms for the single-frequency model:
the training-free algorithm and the training algorithm [11].
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The representative algorithm without training algorithm is filter
bank canonical correlation analysis (FBCCA) [12], proposed
by Chen et al. in 2015, and the usual algorithm with training
is task-related component analysis (TRCA) [13], [14]. Both
algorithms can achieve very high information transfer rates
in practice [11]. Nevertheless, because the optimal response
frequency band of SSVEP is relatively fixed [1], when the
number of targets increases, the stimulus frequency spacing
decreases. Dual-frequency stimuli can code C2

n stimulus tar-
gets using n different frequencies. Therefore, it is necessary to
develop a dual-frequency stimulus paradigm to accommodate
future scenarios with numerous targets. In recent years, some
researchers have proposed several methods for dual-frequency
stimuli, which can be roughly divided into two modes: the
checkerboard arrangement paradigm [15] and the left-right
field of view paradigm [16]. The checkerboard arrangement
paradigm [17] improved by Liang et al. in 2020 is the most
stable dual-frequency SSVEP paradigm.

However, the current methods cannot avoid unpredictable
intermodulation harmonic components, which form can be ex-
pressed as a ∗ f1 + b ∗ f2 (a and b can be arbitrary integers
because of the huge individual differences [15], [16], [17], [18],
[19]), so it is challenging to realize a training-free applica-
tion [17]. Some studies have used these harmonic components
for coding, but the effect is insignificant because those harmonics
are unstable, and individual differences are significant [18], [19].
Therefore, finding a method to suppress or avoid aliasing fre-
quency is of great significance for developing the dual-frequency
SSVEP paradigm.

Early in 1996, some scholars found that the frequency that
stimulates both eyes can reduce the generation of intermodu-
lation frequencies [20]. In order to solve the above problem,
this study proposes a new design solution of dual-frequency
SSVEP paradigm with binocular separation, which uses circu-
larly polarized light modulation to isolate both eyes to suppress
the generation of a ∗ f1 + b ∗ f2 form of the unpredictable
intermodulation harmonic components. Based on filter bank
canonical correlation analysis (FBCCA), this paper also pro-
poses filter bank dual-frequency canonical correlation analysis
(FBDCCA) dedicated to the dual-frequency SSVEP paradigm.
First, the offline experiment of 6 targets is carried out, and a
variety of signal-to-noise ratios are compared with the classical
dual-frequency paradigm checkerboard arrangement [15], [17].
Second, the algorithm FBDCCA is used to measure 40 targets
online training-free experiments to compare the ITR and ac-
curacy of the binocular vision and checkerboard arrangement
paradigms. The collected data are used to compare offline with
the TRCA training-based algorithm.

II. METHODS

A. Binocular Vision Dual-Frequency SSVEP Paradigm

To solve the problems of unstable responses induced by the
dual-frequency paradigm and susceptibility to generate unpre-
dictable intermodulation components, this study proposed a way
to stabilize the induced response by using circularly polarized

light to achieve binocular separation. Its core method archi-
tecture is shown in Fig. 1. Currently, circularly polarized light
displays on the market can simultaneously transmit two different
pictures with polarized light of different phases in the form of
alternating odd and even rows [21].

As shown in Fig. 1(a), the polarization screen transmits two
stimulation frequencies simultaneously. Because the height of
each row is minimal, the stimulus can be approximately the
sum of the two signals for human eyes. When subjects do not
wear polarization glasses or use other polarization demodula-
tion equipment, they will receive two overlapping stimulation
frequency pictures. After passing through polarization glasses
or using other polarization demodulation equipment, the original
overlapping picture is divided into two independent stimulation
frequency images. These two frequency signals will subse-
quently be independently assigned to the visual cortex along
with the visual pathways of both eyes. Through this polarized
light system, we successfully generated a binocular vision stim-
ulation at the same position, at the same time but with different
frequencies for the left and right eyes of the subjects. Fig. 1(b)
shows the physical picture.

The signal received by most mammals’ left and right eyes is in
the form of dominant ocular columns alternately distributed over
areas of the visual cortex, with the source of the signal changing
every 0.5-mm from one eye [22]. Therefore, binocular separation
is designed to guarantee that the signals received by both eyes
will be mixed and more evenly received at the visual cortex (in
subjects without tremendous amplitude binocular laterality), as
shown in Fig. 1(a). The binocular split vision design guarantees
that the signals received by both eyes do not overlap before the
optic chiasm, instead of overlapping at the level of the retina,
helping to reduce the unpredictable intermodulation harmonic
frequencies.

B. Design of Experiments

This study was divided into two main experiments. Ex-
periment 1 compared the binocular vision paradigm with the
checkerboard arrangement paradigm in terms of signal-to-noise
ratio. An offline crossover experiment with 6 targets was con-
ducted to verify the stability of the binocular vision paradigm
in terms of evoked potential energy. Experiment 2 aimed to
compare the performance of the two paradigms, and an online
no-training crossover experiment with 40 targets was conducted.
The data were analyzed offline for training to verify the superi-
ority of the binocular vision paradigm in practical applications.
The frequency phase encoding of the stimulus targets was se-
lected using the encoding method that Liang et al. used [17] in
Experiment 1 and Experiment 2.

The diagram of a single target for the binocular vision
and checkerboard arrangement paradigms is shown in Fig. 2.
Fig. 2(a) is a diagram of a single target in the binocular vi-
sion paradigm. A stimulus square alternates two frequencies
in odd and even rows on a polarized display, each row being
1 pixel high. Each target stimulus square is 132 × 132 pixels
in size. Fig. 2(b) is a single-target schematic diagram of the
checkerboard arrangement paradigm designed by Liang et al. in
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Fig. 1. (a) Schematic diagram of the working principle of the binocular vision paradigm system with a polarization display. Mixed frequency is
emitted with polarized light at two angles synchronously and then demodulated into two stimulation frequencies by polarization glasses. The two
subsequent stimulus frequencies are assigned to two eyes and reach the visual cortex along the visual transmission pathway. (b) Physical photos
of the binocular vision paradigm system.

Fig. 2. (a) Binocular vision SSVEP paradigm single target schematic. Alternating odd and even rows show two frequencies, each row being 1 pixel
high. Each target stimulus square is 132 × 132 pixels in size. (b) Checkerboard arrangement of the dual-frequency SSVEP paradigm single target
schematic; each target has a total of 44 × 44 small squares. Each target stimulus square is 132 × 132 pixels in size.

2020 [17]. Each target has 44 × 44 small squares, each of which
is 3× 3 pixels in size, and the total size of a single stimulus target
is 132 × 132 pixels. In a multi-target experiment, each stimulus
target is evenly distributed on a screen of 1920 × 1080 pixels.

1) Experiment 1: Offline SNR Analysis Experiment: Ex-
periment 1 was a 6-target offline experiment designed to com-
pare the signal-to-noise ratio of evoked potentials between the
binocular vision paradigm and the traditional checkerboard
arrangement paradigm. The coding scheme was shown in
Fig. 3(a) according to Liang et al. in 2020 [17]. The stimulation

frequency and phase of each target were: [9, 13.8Hz|0π], [9, 16.2
Hz|0.5π], [9.8, 13Hz|0.5π], [9.8, 16.2Hz|1π], [11.4, 13Hz|0π],
[12.2, 15.4 Hz|0π].

For the convenience of calculating the amplitude spectrum,
the duration of stimulation was determined as 5 seconds. A single
trial diagram is shown in Fig. 3(b), in which each trial began with
a 1-second cue and then followed by a 5-second stimulation
period, and a 2-second black screen inter trial interval. There
were 30 trials in each group of blocks, with five attempts per
stimulation target, and the stimulation sequence was randomly
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Fig. 3. (a) Schematic diagram of Experiment 1 coding and stimulation.
(b) Schematic diagram of the Experiment 1 single-trial process.

generated. For a single participant, one block was required
for each of the two paradigms. There were 2 blocks for each
participant in total. The order of block and trial is randomly
generated by the computer.

2) Experiment 2: Online BCI Experiment: Experiment 2
was a 40-target and training-free online experiment that com-
pared the ITR and classification accuracy of evoked potentials
between binocular vision and traditional checkerboard arrange-
ment paradigms. As shown in Fig. 4(a), frequency and phase
coding used the scheme proposed by Liang et al. [17].

A simulation time length of 2 seconds was chosen to test and
compare the two paradigms’ practical applicability. A single
trial diagram was shown in Fig. 4(b), in which each trial began
with a 1-second cue and then entered a 2-second stimulation
period, followed by a 1-second black screen for rest at the end
of the stimulation. Afterward, online feedback was shown on
the screen for 1 s, and there was another 1-second black screen
rest. There were 40 trials in each group of blocks, one for each
stimulation target. For each subject, there were ten blocks in
Experiment 2. After one block experiment, the experimental
paradigm is switched between binocular vision and checker-
board arrangement, and the next block experiment is conducted
based on the paradigm switched. A computer program randomly
generated the stimulus order of block and trial under the above
rules.

3) Information of Participants: The participants’ details
can be found in Table I. There were 9 participants in Experiment
1. Four of them were males, aged between 18 and 25 (22 years
old on average); five were females, aged between 22 and 25 (23.4
years old on average). The overall average age in Experiment 1

TABLE I
PARTICIPANT INFORMATION STATISTICS

was 22.78 years old. There were 12 participants in Experiment 2;
five were males, aged between 18 and 28 (22.6 years on average);
seven were females, ranging from 19 to 25 years old (21.86 years
old on average). The overall mean age in Experiment 2 was 22.17
years old.

Subjects 1 and 7 participated in Experiment 1 and Experiment
2 simultaneously, and their numbers in the two experiments were
the same. The other subjects only participated in one experiment.
All subjects were at least 18 years old citizens of the People’s
Republic of China. Before the experiment, all subjects were
informed about the entire content of the experimental procedure;
all had normal vision and no history of photosensitive seizures.
Before the experiments, each participant was asked to read and
sign the informed consent form approved by the research ethics
committee of Tsinghua University. None of the subjects had
ever participated in experiments with dual-frequency SSVEP
paradigm brain-computer interface systems.

C. Data Acquisition

In this study, the electroencephalographic device of the
Synamp2 system (Neuroscan, Inc.) was used. Because this study
only separated the two stimuli without introducing other infor-
mation such as spatial location, it had little effect on the response
area of SSVEPs. The nine occipital conductors (Pz, PO5, PO3,
POz, PO4, PO6, O1, Oz, O2) were recorded at a sampling rate of
1000 Hz. All electrodes were located following the International
10–20 EEG System. The reference electrode is overhead at the
CZ position in the 10–20 EEG system. The ground electrode is
located on the forehead. The stimulation screen used an AOC
circularly polarized 3D display (D2769Vh, 27 inches, 1920 ×
1080) and its associated circularly polarized lens glasses. The
simulation program was written using MATLAB 2021a and the
Psychophysics Toolbox Version 3 toolbox [23]. Before each
experiment begins, each stimulus frame was timed to determine
the stability of the visual stimulus generated by the LCD screen.
All experiments were conducted in a dark, quiet and shielded
electromagnetic environment, while the distance between the
subject and the display screen was strictly set as approximately
80 cm.

D. Data Analysis

1) Data Preprocessing: All the experimental data were
extracted according to the events triggered by the stimulus
program through the parallel port, including data from nine
leads. In Experiment 2, the initial 140 ms data were removed
according to previous reports [10]. A band-pass IIR ellipse filter
(order:30, sections:15, sampling frequency: 1000 Hz, pass-band
cutoff frequency: 5 Hz, stop-band cutoff frequency: 100 Hz) was
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Fig. 4. (a) Schematic diagram of Experiment 2 coding and stimulation. (b) Schematic diagram of the Experiment 2 single-trial process.

used to filter the data, and then the sample was downsampled to
250 Hz for further analysis.

2) Signal-to-Noise Ratio Analysis: The signal-to-noise ra-
tio (SNR) analysis in this study was divided into three parts:
broadband SNR, narrowband SNR, and intermodulation SNR.

The broadband SNR is a standard index to measure the quality
of VEP signal in electrophysiology, which can comprehensively
measure the intensity of the evoked signal [24]. The two frequen-
cies of the dual-frequency code and their 1 to 5 times harmonics
were taken as signals, and the remaining frequencies from 5 Hz
to 100 Hz are noise, which can be expressed as follows:

SNRBroadband =

∑5
δ=1 [N (δf1)+N (δf2)]∑100Hz

f=5Hz N(f)−∑5
δ=1 [N (δf1)+N (δf2)]

(1)
SNRBroadband represents the broadband signal-to-noise ratio,
N(f) represents the power value of the signal at frequency f ,
and f1 and f2 represent two frequencies of the stimulus target.

Because of the small target frequency interval in the SSVEP
paradigm, its signal-to-noise ratio with surrounding frequen-
cies is closely related to its classification performance. So
Narrow-band SNR is also a fundamental index for SSVEP
brain-computer system [12]. It takes two frequencies and their
harmonics from 1 to 5 times as signals. Noise is the other
frequencies component in the 2 Hz band centered on each signal.
The expressions are as shown in (2), at the bottom of the page.

SNRNarrowband denotes the narrowband signal-to-noise ra-
tio, N(f) represents the power value of the signal on frequency
f , and f1 and f2 denote two frequencies of the stimulus target.
Δf is the reciprocal of the sampling time length t of the signal,
which can be described as:

Δf =
1

t
(3)

The intermodulation SNR is an index proposed in this paper
to measure the unpredictable intermodulation harmonic compo-
nent interference of the dual-frequency SSVEP paradigm. We

SNRNarrowband =

∑5
δ=1 [N (δf1) +N (δf2)]∑1/Δf

k=−1/Δf

∑5
δ=1 [N (kδf1Δf) +N (kδf2Δf)]−∑5

δ=1 [N (δf1) +N (δf2)]
(2)
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Fig. 5. Schematic diagram of FBDCCA algorithm and parameters
used in this study.

consider the two frequencies of the dual-frequency and their
harmonics from 1 to 5 times as signals. View the intermodulation
harmonics like a ∗ f1 + b ∗ f2 as noise (take a, b as an integer,
and a, b ∈ [−5, 5]). The expression is as follows:

SNRIntermodulation

=

∑5
δ=1 [N (δf1) +N (δf2)]∑5

a=−5

∑5
b=−5 N (af1+bf2)−

∑5
δ=1[N (δf1)+N (δf2)]

(4)

SNRIntermodulation represents the intermodulation signal-to-
noise ratio, N(f) represents the power value of the signal at
frequency f , and f1 and f2 represent two frequencies of the
stimulus target. a and b are integers, where a, b ∈ [−5, 5].

3) Online Training-Free Analysis With the Filter Bank
Dual-Frequency Canonical Correlation Analysis (FBDCCA)
Method: Filter bank canonical correlation analysis (FBCCA) is
one of the most popular and effective untrained algorithms for
SSVEP brain-computer interface [12], but it is unsuitable for
the dual-frequency paradigm. Considering there is no mature
and reliable untrained recognition algorithm for dual-frequency
SSVEPs to date, this paper proposes filter bank dual-frequency
canonical correlation analysis (FBDCCA) based on FBCCA.
The algorithm’s core is to assume that the SSVEP induction
process is a non-linear system that satisfies the overlap but not
the homogeneity. Considering that the evoked signal is treated as
Response(f), where f is the stimulus frequency. Then the signal
evoked by the dual-frequency paradigm is Response(f1 + f2),
which the following formulas can represent:

Response(f1+f2)=λ1∗Response(f1)+λ2∗Response(f2)
(5)

Where λ1, λ2 are the parameters resulting from different
propagation paths and different distributions of dominant ocular
columns two eyes of a person. For basic FBCCA, the template
for the CCA section is as follows:

Yf =

⎡
⎢⎢⎢⎢⎢⎢⎣

sin(2πft)
cos(2πft)

· · ·
· · ·

sin (2πNhft)
cos (2πNhft)

⎤
⎥⎥⎥⎥⎥⎥⎦

(6)

Yf is the template for the CCA part of the basic FBCCA, f is
the target stimulation frequency, andNh is the harmonic number,
generally set to 5. For the dual-frequency SSVEP paradigm, if
the response is λ1 ∗Response(f1) + λ2 ∗Response(f2), we
can change the template for the CCA part to:

Yf1+f2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

sin (2πf1t)
cos (2πf1t)
sin (2πf2t)
cos (2πf2t)

. . .
· · ·

sin (2πNhf1t)
cos (2πNhf1t)
sin (2πNhf2t)
cos (2πNhf2t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)

Yf1+f2 is the template of CCA in FBDCCA, f1, f2 is the target
stimulation frequency, Nh is the number of harmonics used, and
5 is chosen according to reported literature [10]. Experiment
2 in this study has verified that FBDCCA has a good effect on
the dual-frequency paradigm. The filter parameters and weight
values selected in this paper can be seen in Fig. 5. The filter bank
adopted Chebyshev II IIR filter with order of 78.

4) Offline Training Analysis With the Task-Related Com-
ponent Analysis (TRCA) Method: Task-related component
analysis (TRCA) is a widely recognized classical SSVEP train-
ing algorithm [13], [14]. With the proposed SSVEP paradigm
of joint frequency phase stimulation, effectively utilizing the
phase information of SSVEP becomes essential. Nevertheless,
classical algorithms such as CCA do not take the phase informa-
tion into account. TRCA can extract task-related components by
maximizing data reproducibility, making full use of the phase
information of SSVEP signals. However, it also needs training
data as support to represent reality.

In Experiment 2, there were five blocks of data for each
paradigm. We used the leave-one-out cross-validation strategy
for TRCA training, leaving one block as the test set at a time,
and the other four blocks as the training set, training five times
in total. The final result is the average of the accuracy rates of the
five models. The details of the TRCA algorithm can be found in
Nakanishi et al. 2018 [14].

5) Information Transmission Rate (ITR): ITR (in bits/min)
has always been an important index to measure the performance
of brain-computer interface systems [25]. The calculation for-
mula of the information transmission rate in this paper is as
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follows:

ITR =
60

T+0.5

{
log2 N+P log2 P+(1−P ) log2

[
1−P

N−1

]}

(8)
WhereT is the time length.N is the number of stimuli targets.

P is the classification accuracy, and the value is between 0 and 1.
Due to the difference between the experiment and the practical
use scenario, in order to estimate the actual ITR, we used the
selected stimulate time window length in seconds plus the gaze
shifting time 0.5s [10] as T .

III. RESULTS

A. Results of Experiment 1: Offline SNR Analysis
Experiment

We first calculated the power spectrum obtained by averaging
each stimulus target on nine channels in this experiment. The
power spectrum obtained by the Oz lead of Subject 07 after
averaging the five trials on stimulus target 1 (coded as [9, 13.8
Hz|0π]) is shown in Fig. 6(a), where Fig. 6(a) is the result of the
checkerboard arrangement paradigm. Compared with the binoc-
ular vision paradigm, the result of the checkerboard arrangement
paradigm clearly shows very significant intermodulation har-
monic signals at 22.8 Hz(9 Hz+13.8 Hz) and 9.6 Hz(−2 ∗ 9
Hz+2 ∗ 13.8 Hz).

The Experiment 1 signal-to-noise ratio analysis results are
shown in Fig. 7, where from left to right are the results of broad-
band signal-to-noise ratio analysis, narrowband signal-to-noise
ratio analysis and intermodulation signal-to-noise ratio analysis.

The result of broadband signal-noise ratio from the binoc-
ular vision paradigm (M = −8.32 dB, SD = 2.51) and the
checkerboard arrangement paradigm (M = −9.5 dB, SD =
2.76) indicate that the binocular vision paradigm significantly
improves evoked potentials, t(8) = 4.47, p =. 0021 <. 01.

Meanwhile, the binocular vision paradigm narrowband
signal-noise ratio (M = −7.07 dB, SD = 2.47) is also signifi-
cant higher than the checkerboard arrangement paradigm(M =
−8.31 dB, SD = 2.67), t(8) = 5.11, p =. 00091 <. 001.

And the results of average intermodulation signal-noise ratio
shows that there is a significant increase in the binocular vision
paradigm (M = 0.95 dB, SD = 2.12) to the checkerboard
arrangement paradigm (M = −1.05 dB, SD = 2.34), t(8) =
7.98, p =. 000044 <. 001. Which has increased for 2 dB.

The above data are sufficient to demonstrate that the signal
quality induced by the binocular vision paradigm is higher than
that of the checkerboard arrangement paradigm. At the same
time, we can see that the binocular vision paradigm has sig-
nificantly fewer intermodulation harmonics than those induced
by the board placement paradigm, which further indicates that
it is feasible to design an offline training-free system using the
binocular vision paradigm.

B. Results of Experiment 2: Online BCI Experiment

Table II shows the online training-free experimental results
of experiment 2, using the FBDCCA algorithm. The average
accuracy of the binocular vision paradigm (M = 89.83%, SD

Fig. 6. Experiment 1 Target 1 Power Spectrum (coded as [9, 13.8
Hz|0π]). (a) Power spectrum of the binocular vision paradigm. (b) Power
spectrum of the checkerboard arrangement paradigm.

= 7.86) has a significant increase comparing to the checkerboard
arrangement paradigm (M = 57.21%, SD = 19.92), t(11) =
5.95, p=. 000097 <. 001. Meanwhile, there is also a significant
increase in the average ITR from the binocular vision paradigm
(M = 104.56 bits/min, SD = 15.74) to the checkerboard ar-
rangement paradigm (M = 52.57 bits/min, SD = 27.63), t(11)
= 6.89, p =. 000026 <. 001. In the binocular vision paradigm
experiment, 83% of the subjects had accuracy of 85% or more,
and 50% had accuracy of 90% or more. In the checkerboard
arrangement paradigm experiment, only 17% of the subjects
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Fig. 7. The broadband, narrowband and intermodulation mean
signal-noise ratio results and standard deviation of 9 subjects in
Experiment 1.

TABLE II
FBDCCA ONLINE ANALYSIS RESULTS OF EXPERIMENT 2

(TIME LENGTH: 2 S)

achieved an accuracy of more than 85%, and 42% had accuracy
of less than 60%.

Fig. 8 shows the offline processing results of the data recorded
in experiment 2. When the data length is longer than 0.6
seconds, the ITR and classification accuracy of the binocular
vision paradigm is slightly higher than that of the checkerboard
arrangement paradigm, but there is no statistical significance.

From the above results, it is not difficult to observe that
the binocular vision paradigm has significant advantages over
the checkerboard arrangement paradigm under the non-training
condition. Moreover, compared with the training-free situation,
the ITR and accuracy of the binocular vision paradigm and
the checkerboard arrangement paradigm are very similar under
training conditions.

Those above results show that while the binocular vision
paradigm leads a lot in the training-free situation, it also could

Fig. 8. Results of TRCA offline analysis. (a) Is a diagram showing how
the classification accuracy varies with the length of the data. (b) Shows
the trend of ITR with the length of data.

achieve high ITR and accuracy with training, which can be easily
observed in Fig. 9. For easier comparison, data points with and
without training are used when the time window length is 2
seconds.

IV. DISCUSSION

A. Generation of the Unpredictable Intermodulation
Harmonics

The binocular vision paradigm can improve the signal-to-
noise ratio and reduce, but unfortunately not eradicate, the gen-
eration of unpredictable intermodulation harmonics. We believe
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Fig. 9. Scatterplots of training-free and training analysis. Red diamond
dots are the results of the binocular vision paradigm. Triangle points
of the black outline are the results of the checkerboard arrangement
paradigm.

that the source of those frequencies in our paradigm is different
from typical dual-frequency paradigms. In terms of the checker-
board arrangement paradigm, the primary source should be the
interaction between the peripheral and central visual fields, a
phenomenon which is known as surround suppression [26].
When the same eye receives different frequency stimuli at dif-
ferent spatial locations, differences in the central and peripheral
visual fields necessarily occur, and their interaction cannot be
avoided. Surround suppression is generated in the retina, LGN,
as well as the visual cortex [26]. If we consider the response
process of SSVEP as a multilevel communication system, sur-
round suppression will introduce noise at almost every layer
of the system, resulting in a large number of unpredictable
intermodulation frequencies. Whereas for the binocular vision
paradigm, the source should be the interaction between the two
eyes [28], [29], which occurs mainly in the visual cortex, and
no phenomenon is evident in the LGN [30]. In contrast to the
checkerboard arrangement paradigm, the surround suppression
does not occur when using the binocular vision paradigm where
both eyes receive only a single stimulus frequency. Thus, the
intermodulation noises which were introduced in layers before
the preoptic cortex, such as the retina, are significantly reduced,
leading to remarkable improvement in the intermodulation SNR
and ITR for BCI system.

B. Other Implementations of Binocular Vision

Polarized glasses on the market cannot completely filter the
visual stimulation from the opposite side. During the experi-
ments, it is reported that the subjects can still see the weak
contralateral visual stimulation, which will cause a significant

impact on the brain-computer interface system. Given the fact
that polarized light technology is more easily affected by exter-
nal light sources, a much stricter experiment setting is required.
The environment should avoid as much light as possible and
the sitting posture of subjects are of more demands than the
traditional single-frequency SSVEP brain-computer interface
paradigm. In summary, further research needs to explore a more
reliable and stable way to realize the binocular vision.

Apart from the polarized light form used in this paper,
anaglyph 3D and shutter 3D are binocular split vision 3D
technologies widely used. Moreover, the technical maturity also
fully supports the development of the dual-frequency paradigm
of binocular split vision SSVEP [31], [32]. However, these two
technologies also have their problems. The red and blue color
difference brought by anaglyph 3D and the flicker brought by
SSVEPs will be uncomfortable, which may cause epilepsy [33].
In essence, shutter 3D is time-division multiplexing, and the
eyes will not receive the stimulation image for half the time [34].
Moreover, due to the high refresh rate, it also has strong need
for equipment performance.

C. Further Research & Application of the Binocular
Vision Dual-Frequency SSVEP Paradigm

The current research on dual-frequency SSVEP are still deal-
ing with the unpredictable intermodulation harmonics induced
by dual-frequency stimulation. The main idea of this paper is to
treat the intermodulation components as noise and suppress it
by binocular vision, and good results were obtained. Exploring
other ways that can also inhibit the generation of the unpre-
dictable intermodulation harmonics will continually be the main
direction of our research in the future.

As a dual-frequency SSVEP paradigm, the main application
of the binocular vision paradigm lies in the application of large
target number coding SSVEP. In this paper, only 11 stimulation
frequencies are used to realize the 40-target paradigm, which
shows the great potential of this paradigm in large target SSVEP
designs. Secondly, the binocular vision paradigm helps under-
stand the binocular rivalry effect. In fact, SSVEPs have been
used for a long time to study binocular rivalry [28], [35], [36],
[37]. As a low-cost and high reusability SSVEP brain-computer
interface paradigm, our presented diagram has a bright and
widely applicable future in cognitive research.

V. CONCLUSION

In this paper, we first put forward the design idea of the
dual-frequency SSVEP paradigm with binocular separation to
suppress the unpredictable intermodulation harmonics. Then
we have implemented this paradigm by circular polarized light
technique. For application, we have also proposed an improved
algorithm FBDCCA on basis of FBCCA to more fit the training-
free dual-frequency SSVEP paradigm.

Two experiments were performed in order to verify the per-
formance of the paradigm and the algorithm. Experiment 1 was
designed for offline energy analysis. The results shown that this
novel paradigm was more significant in signal quality and sup-
pression of aliasing frequency than the classical dual-frequency
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paradigm checkerboard arrangement paradigm. Experiment 2
was designed for online training-free validation of paradigm
performance, using the algorithm for the FBDCCA proposed
above. The mean ITR in the binocular vision paradigm was
104.56±15.74 bits/min, which is 51.99 bits/min higher than the
checkerboard arrangement paradigm. The experimental results
strongly suggested that the binocular vision paradigm can be
used in the dual-frequency SSVEP training-free system. Then,
using the data recorded in experiment 2, we did an offline training
analysis based on the TRCA algorithm. Although there is no
statistical significance, the highest average ITR of the binocular
vision paradigm has reached 191.38±30.1 bits/min, slightly
higher than that of the checkerboard arrangement paradigm,
177.47±48.98 bits/min, when data length is 0.8 s. It can be
noticed that the training results of the binocular vision paradigm
were also excellent.

Overall, the dual-frequency SSVEP paradigm can greatly
expand the encoding space of the stimulation targets, which
would benefit the design of SSVEP-BCI systems with a large
number of targets. Furthermore, the binocular vision dual-
frequency SSVEP-BCI paradigm also possesses evident advan-
tages in signal quality and intermodulation harmonics Suppres-
sion. Its recognition performance without training is another
non-neglectable strength over other existing dual-frequency
paradigms.
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