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I N  T H E

Some online poker players now use 
AIbased bots specially designed to 
play poker. Others use AIenabled 
analysis tools that can help identify 
weak players or players using weak 
strategies. Such tools are openly avai
lable online.

Because of the disadvantage this 
creates for players not using technical 
assistance, the largest online poker 
sites—including PokerStars, Full Tilt 
Poker, and PartyPoker—monitor 
their sites for poker bots and shut 
them down when they can. In some 
cases, poker sites have also confi s
cated bot users’ winnings and given 
them to the players they beat.

“Poker is a contest between humans 
of various abilities. It is not a test of 
programming skills, and therefore, 
software that plays on behalf of a 
player is prohibited,” said PokerStars 
security manager Michael Josem.

According to Michael Bowling, 
associate professor of computer sci
ence at the University of Alberta, seri
ous poker research could improve AI 
techniques for strategic analysis and 
improved decision making in negotia
tions and auctions.

He added, “Poker is the quintes
sential game for understanding how 
to deal with a situation in which you 
don’t have all of the information. It is 
something that humans do brilliantly. 
The insights we gain and the algo
rithms we are developing in poker 
research can be applied [in other 
areas].”

Inside Poker Bots
Poker bots are not new, but until re
cently, they required too much compu
tational power to play well. Humans 
could beat early poker bots using 
techniques such as bluffi ng. 

Arizona State University profes
sor Nicolas Findler started the early 
pokerscience research in 1961 but 
was constrained by existing comput
ers’ performance limitations.

In 1984 Mike Caro, a professional 
poker player and computer program
mer, demonstrated Orac, a poker
playing program at the World Series 
of Poker.

In 1995, Darse Billings, as part of 
his doctoral research at the Univer
sity of Alberta, conducted research 
into implementing AI algorithms ca
pable of playing poker in real time.

Since then, companies such as Win
Holdem, Shank Bot, OpenHoldem, 
and ICMBot have released poker 
bots for sale online. In some cases, 
these tools automate play by auto
matically folding bad hands or using 
better carddrawing strategies. The 
services provide preconfi gured tem
plates to make it easier to connect to 
different pokerplaying services.

A second group of tools, which in
cludes Poker Edge, Poker Crusher, 
IdleMiner, and HandHQ, use AI to 
analyze the way various participants 
play. This is designed to let users iden
tify weaker opponents or choose win
ning strategies against specifi c players.

In general, online poker sites per
mit these tools if players use them to 

Anteing up for Poker Bots
George Lawton

F or every system that involves making money, someone will usually 

fi gure out a way to use technology to defeat it. This is exactly what has 

happened with online poker, an increasingly popular and potentially lucrative 

activity.
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analyze their own games, 
noted Josem. But they are 
prohibited when users  
ex change electronic data
bases of other partici
pants’ playing histories.

Services such as Shark
Scope, Top Shark, and 
Smart Buddy use external 
sources of information, 
analyze and aggregate 
players’ histories, and pro
vide it to customers as a 
service. These services 
don’t use bots, which are 
fully or partially au
tomated, but they pro
vide tools that use AI  
decisionmaking algo
rithms to provide recom
mendations on who to play with.

Other tools, including Poker Calcu
lator Pro, SNG Endgame Tools, and 
Poker Academy, use AI techniques to 
help a player understand the odds of 
different hands and different plays. 
According to Josem, these tools are 
acceptable for offline training but are 
not permitted on major online poker 
sites in realtime game play.

Major poker sites declined to com
ment on how they are able to detect 
when players are employing poker 
bots. Pokerbot vendors also declined 
to comment for this article and would 
not say how successful their prod
ucts have been at making money for  
users.

Poker-Science Advances
Poker consists of a family of games. 
Bots’ applications and challenges 
vary depending on the type of game 
and betting structure used. Most of 
the science has been based on under
standing twoplayer, winnertakeall 
scenarios.

One problem is that the underlying 
mathematics is more complicated for 
poker than for other games, Bowling  

noted. For example, a full game of 
checkers has about 1018 possible 
game states. But it is relatively easy to  
determine the best strategy because 
only a set number of moves can be 
made and there is no information 
hidden from either player.

A twoplayer game of Texas 
Hold’em poker with betting limits 
also has 1018 possible states, repre
senting all combinations of cards and 
bets. (Games with no betting limits 
have more variability, so the num
ber of possible states jumps to 1060.) 
However, it is not perfectly solvable 
because of factors such as bluffing 
and cards not visible to opponents, 
which makes computing the merits of 
different moves and strategies more 
challenging.

In poker research, and decision the
ory in general, algorithms are judged 
based on the Nash equilibrium, a sta
tistical approach designed to deter
mine the likelihood that a strategy is 
guaranteed to win against a “perfect” 
opponent, one who always makes the 
best move possible.

A bot’s success in poker is quan
tified by how much money a chosen  

strategy could keep a 
user from losing against 
a perfect player. Bowl
ing said his latest poker 
bot, running on a 24core 
server with 256 Gbytes of 
RAM, computes strate
gies that lose an average 
of $1 per bet against a 
perfect opponent. How
ever, he noted, the bot 
would do better against 
average poker players.

Reducing the 
Possibilities
One research avenue in
volves reducing the num
ber of possible moves that 
poker bots must consider 

before computing the perfect strategy. 
In a twoplayer Texas Hold’em game 
with betting limits, current poker bots’ 
algorithms can whittle down the num
ber of possible game states that must 
be considered by a factor of 1 million, 
from the maximum 1018 to 1012, which 
a large computer can readily compute.

These algorithms use a combina
tion of statistical and symbolic tech
niques to find patterns—in this case, 
poker hands—with roughly the same 
significance. This reduces the number 
of patterns the evaluation algorithms 
must consider.

Over time, poker bots have gotten 
better at figuring out the best moves 
for games with many possible states, 
as Figure 1 shows.

There are ways to further reduce 
the number of states that bots must 
consider. For example, there is less of 
a difference in significance between 
bets of $30 and $31 than between 
wagers of $30 and $40. Therefore, 
considering plays based on larger cat
egories of bets, rather than individual 
amounts, could reduce the number 
of possible game states that must be 
computed.

Figure 1. During the last few years, state-of-the-art techniques 
have been able to determine the best moves in games that have 
many possible states, such as poker. The number of possible 
games on the chart indicates games with the greatest number  
of possible states that state-of-the-art techniques can solve.
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Reducing Memory Requirements
The algorithms for evaluating differ
ent poker strategies are even more 
limited by RAM requirements than 
by processing capabilities, accord
ing to Bowling. He said the biggest 
pokerresearch advancements have 
been in memory management. Re
searchers have reduced the amount 
of memory required to compute 
the merits of all possible moves in a 
game.

Older algorithms used linear pro
gramming approaches—a mathe
matical technique, based on linear 
equations, for determining how to 
achieve the optimal outcome for some 
list of requirements—with memory 
requirements that didn’t scale well as 
the number of game states grew.

Researchers have since used counter
factual regret minimization AI tech
niques that let poker bots focus 
on a smaller set of moves with a 
higher probability of longterm suc
cess. These techniques don’t work 
as well for nolimit or multiplayer 
games.

Computing the perfect twoplayer 
game with betting limits would re
quire 2 to 4 Pbytes of memory using 
existing algorithms, which is beyond 

most systems’ capabilities. The lat
est generation of bots can compute 
a game that loses $1 per hand using 

only 30 to 40 Gbytes of RAM, 
compared to a terabyte for older 
algorithms.

Faster Strategic Analysis 
of Other Players
One problem for poker systems is 
the number of hands required to 
evaluate the capabilities and weak
nesses of other players. In the early 
days of poker research, algorithms 

required 40,000 hands to accomplish 
this. 

Using variancereduction techniques, 
poker researchers have built tools 
that can assess players or strategies 
in only 500 hands. These approaches 
accomplish this by identifying infor
mation that can be ignored and by 
measuring the frequency and magni
tude of differences between a play
er’s actions and those of a perfect 
player.

Bowling expects some of the 
advances in his poker research to 
help create better AI agents for 
ecommerce. He said many AI al
gorithms from poker research also 
apply to other forms of exchange, 
such as auctions, that involve incom
plete information about participants’ 
activities. Companies or individuals 
could use the agents to bid on prod
ucts, such as on eBay, or create invest
ment strategies in fi nancial markets.

Meanwhile, some people might 
use poker to learn more about 
decision making in general, said 
Josem. “Poker is an outstanding way 
for people to learn about risk assess
ment,” he explained, “especially in 
making good decisions with incom
plete information.”

Using AI to Catch Criminals
George Lawton

One of the oldest lawenforcement techniques for catching crim

inals involves an artist’s sketch of a suspect based on witness 

testimony.

Now, a team of academic researchers has developed AI algorithms for 

better match ing forensically de
rived police sketches to criminals’ 
mug shots (see Figure 2). The team 

includes Michigan State University 
Professor Anil Jain, director of the 
Department of Computer Science 

and Engineering’s Biometrics Re
search Group, as well as doctoral 
students Brendan Klare of MSU 
and Zhifeng Li of Northwestern 
University.

Forensic sketches represent a dif
ferent abstraction of a face than a 
photo. The drawings portray the gen
eral appearance of specifi c features 
more than an exact photographic 
representation of a face, explained 
Offi cer Rick Horwood, an East Lans
ing Police Department sketch artist. 

The latest generation of 

poker bots can compute 

a game that loses $1 per 

hand using only 30 to 

40 Gbytes of RAM, 

compared to a terabyte 

for older algorithms.
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subsequent tsunami that struck Japan 
on 11 March.

A key advance has been improve
ments in algorithms for maximizing  

the effectiveness of autonomous  
robot sensors’ geographic distribu
tion. Another has been reducing un
certainty about their measurements’ 

Trained officers can use 
these sketches to get an 
idea of a suspect’s ap
pearance, which can help 
with recognition and sub
sequent apprehension, he 
said.

Seeking to develop a 
way to correlate a sketch 
and a photo, MSU re
searchers developed the  
Local Fea ture Discrimi
nant Analysis pattern 
matching algorithm. LFDA 
is a customized adap
tion of local discriminant 
analysis—a statistical  
tech  nique used to deter
mine which known classification  
or group an item or object belongs  
to on the basis of its characteristics  
or essential features—employed in 
other AI research areas.

The research team trai ned LFDA 
with hundreds of examples of match
ing faces from mug shots and forensic 
sketches.

LFDA uses rules to transform the 
number of variations possible in an 
image—photograph or sketch—into 
a smaller subset of data optimized for 

identifying different classes of objects 
such as faces. This makes the pattern
matching process more efficient and 
lets the system generate a list of pos
sible suspects with less computational 
horsepower, noted Klare.

Police often use facialrecognition 
software to generate a list of the 50 
top suspects in a particular crime. 
Klare said LFDA matched the correct 
mug shot to one of the top 50 picks 
32.65 percent of the time, compared 
to only 8.16 percent for the leading  

facialrecognition appli
cation, Cognitec System’s 
FaceVACS. When race 
and gender information 
is included in the match
ing process, the MSU sys
tem’s accuracy increased to  
44.9 percent, compared to 
26.53 percent for FaceVACS.

The researchers are now 
trying to enable their tools 
to correlate infrared images 
taken by nightvision cam
eras with those taken by 
traditional cameras and to 
match 3D images of peo
ple taken by multi camera 
arrays with mug shots.

According to Klare, the same basic  
techniques could create tools to 
more accurately age photos of sus
pects or missing persons. Older 
tools used models of aging processes. 
The MSU team is working with 
thousands of sets of images of older 
and younger versions of the same 
people to develop more accurate 
algorithms.

The researchers have no imme
diate plan to commercialize their  
system.

AI Improves Robotic Sensors
George Lawton

A  Massachusetts Institute of Technology and University of South

ern California project has developed a set of AI learning algo

rithms that improve the capabilities of robotic sensors that could help 

in responses to disasters such as the massive Tohoku earthquake and

accuracy in areas undergoing rapidly 
changing conditions, such as those 
where a natural disaster has occurred, 
noted MIT professor of computer 
science and electrical engineering  
Daniela Rus.

The researchers have conducted 
several experiments with their algo
rithms via ground robots, flying 
drones, and robot submarines.

Better Sampling
The first of the researchers’ adaptive 
sampl ing a lgor ithms improve  

Figure 2. The Local Feature Discriminant Analysis pattern-matching 
algorithm. Michigan State University developers trained the 
LFDA algorithm to generate a list of possible suspects based on 
forensically derived police sketches.
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mobilesensor platforms (such as 
those used for environmental test
ing in the ocean) that monitor a large 
area for long periods. Adaptive
sampling systems select regions to 
monitor based on values of interest 
observed during a sampling survey.

The new algorithms direct sen
sors to the parts of the environment 
with the greatest presence of data of 
interest—such as water temperature 
or the concentration of specifi c chemi
cals or organisms—to make sure 
they go where most needed or use
ful. The algorithms project an array 
of polygons onto a model of the 
environment and calculate a level of 
importance for each polygon.

“Our work is guaranteed to dis
tribute the sensing devices to ap
proximate the event distribution,” 
said Rus.

In addition to enabling robot sen
sors to respond to existing events, 
the algorithms would help them re
distribute themselves in response to 
new events. According to Rus, during 
a testing mission, the machines auto
matically went to places where oceano g
raphers independently detected activity 
targeted for monitoring.

The MIT researchers are exploring 
ways to use the same types of algo
rithms to optimize the distribution of 
other types of mobile sensors, such as 
cameras mounted in drone aircraft. 
There might be advantages to be
ing able to accurately move a camera 
sensor to different places or altitudes 
to better detect events of interest. In 
case of a disaster such as the Japa
nese earthquake and subsequent nu
clear reactor leak, the new algorithms 
could help direct radiation sensors 
to the areas experiencing the biggest 
problems.

Calculating Uncertainty
The MIT team is also identify
ing AI algorithms for reducing the 

uncertainty of sensors’ measure
ments during changes in the en
vironment. In this case, AIbased 
sensor controllers create an environ
mental model and the rate of change 
of variables of interest, such as tem
perature, chemical density, salinity, 
or radioactivity.

Based on this, the MIT algo
rithm computes the way robots 
should change speed along their 
routes. The robots could slow and 
gather more information in areas 
of frequent activity or could tra
verse a region more often but col
lect less data when more samples are 
appropriate.

The algorithms also automatically 
and independently direct robots to 
places where the variables of inter
est change the most frequently. They 
then calculate the level of uncer
tainty of measurements in different 
areas.

The robot models the environment 
in which it operates and updates the 
model based on changes in environ
mental measurements. Changes in 
the variables it measures can follow 
the model. When this happens, the 
algorithm can take fewer measure
ments. When this doesn’t happen, 
which can occur during disasters, the 
algorithm assigns a higher level of 

uncertainty to measurements from 
that location.

“This class of algorithms di
rects the robots to spend more time 
sampling the regions of the high
est uncertainty,” explained Rus. 
This is desirable because these are 
the areas where disasters and other 
anomalous events have the greatest 
impact.

The new algorithms have been 
deployed for plankton studies in 
a set of oceanmonitoring robots 
by Tele dyne Webb Research, a 
company that develops ocean in
strumentation. These robots au
tonomously monitor ocean envi
ronments for long periods. Each 
airplaneshaped robot has an in
flatable bladder on its nose. The 
device rises or falls and thereby 
catches ocean currents as the blad
der fi lls or empties, respectively. Algo
rithms can control the bladder and 
thereby direct the robot to move as 
desired.

The research team is also working 
on a controller for autonomous ro
botic taxis that dynamically send the 
vehicles to locations with highest de
mand, as part of the SingaporeMIT 
Alliance for Research and Techno
logy (Smart).

In the long run, researchers antic
ipate that these kinds of robots will 
make environmental sampling easier 
and open the door for new kinds of 
oceanographic research.

Gaurav S. Sukhatme, professor 
of computer science and codirec
tor of USC’s Robotics Research 
Lab, said the research will lead 
to tools that even oceanographers 
without robo tics expertise can use 
effectively.

Selected CS articles and columns 
are also available for free at 

http://ComputingNow.computer.org.

Researchers anticipate 

that these kinds of robots 

will make environmental 

sampling easier and open 

the door for new kinds of 

oceanographic research.
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