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to benefi t from intelligent systems are evolv-
ing in unexpected directions, with certain 
invariants in knowledge representation and 
process modeling.

Past: AI Dawns on 
the Space Program
In 2008, Patrick Stakem provided 
a partial bibliography of flight-software 
references dating back at least to 
1956.1 What follows is a brief sketch of 
the odyssey of AI in Space, in roughly 
one-decade increments, from 1980 to the 
present.

Advanced Automation, machine 
Intelligence, and robotics
Beginning in 1979, Carl Sagan chaired a 
study group on machine intelligence and ro-
botics.2,3 The distinguished participants in-
cluded several who had won, or would go 
on to win, the ACM Turing Award—Ivan 
Sutherland, Marvin Minsky, Allen Newell, 
Herb Simon, Alan Perlis, and Raj Reddy 
(vice chair of the study group).

They noted that the goal of space explo-
ration missions is collecting, analyzing, and 
disseminating information. Their primary 
recommendation was that space agencies 
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“should adopt a policy of vigorous 
and imaginative research in computer 
science, machine intelligence, and ro-
botics in support of broad [explora-
tion] objectives.”

Another cogent suggestion was 
that “[m]ission objectives should be 
designed flexibly to take advantage 
of existing and likely future techno-
logical opportunities.” They detailed 
several key application areas where 
they felt intelligent systems should 
be considered for broader use: smart 
sensors, autonomous manipulators,  
fault management, teleoperations, 
on-board AI for rovers, computer ar-
chitectures, formal methods, and im-
proved software development tools.

Shortly after the Sagan Report 
was published, Robert A. Freitas, 
Jr., Timothy J. Healy, and James  
E. Long reported on a workshop that 
focused on advanced automation for 
space missions.4 Like the Sagan Re-
port, their conclusions and recom-
mendations seem prescient in light of 
three decades of experience:

Advanced machine technology is essen-

tial in realizing a major space program 

capability for extra-terrestrial explora-

tion and resource utilization within re-

alistic temporal and economic limits….

(1) Machine intelligence systems with 

automatic hypothesis formation capacity 

are necessary for autonomous examina-

tion of unknown environments….

(2) The development of efficient models 

of Earth phenomena and their incorpora-

tion into a world-model-based informa-

tion system are required for a practical, 

user-oriented, Earth resource observa-

tion network.

(3) A permanent manned facility in low 

Earth orbit is an important element 

of a future space program. Planning 

for such a facility should provide for a  

significant automated space manufactur-

ing capability.

[…]

(6) General and special purpose teleop-

erator/robot systems are required for a 

number of manufacturing, assembly, in-

spection and repair tasks.

(7) An aggressive … commitment in 

computer science is fundamental to the 

acquisition of machine intelligence/

automation expertise and technology 

required for the mission capabilities de-

scribed earlier. This should include a pro-

gram for increasing the number of people 

trained in the relevant fields of computer 

science and artificial intelligence.4

Human Factors in Automated 
and Robotic Space Systems
In 1987, Thomas B. Sheridan, Dana 
S. Kruser, and Stanley Deutsch ed-
ited the proceedings of a National 
Research Council Symposium on Hu-
man Factors in Automated and Ro-
botic Space Systems.5 (Tom Sheridan 
and Allen Newell participated in this 
symposium and in the Sagan study of 
machine intelligence.) Focal topics in-
cluded human-system productivity in 
space, especially on the International 
Space Station; applications of mixed-
initiative systems in space; natural lan-
guage processing; decision-support sys-
tems; teleoperation and telepresence;  
computer-mediated communication; and 
human-computer interaction. Their 
conclusions and recommendations 
emphasized the need for long-range, 
sustained research investment in these 
key areas related to human-automation 
interaction.

Planning and Scheduling, 
Architectures, and Trust  
in Autonomy
Rich Doyle has contributed a number 
of articles and edited sections on AI 

in Space to various IEEE journals. In 
his Guest Editor’s Introduction to a 
1998 special issue,6 he discussed the 
strategic value of intelligent autono-
mous systems in extending the num-
ber, capability, and affordability of 
future NASA missions. The articles in 
that issue covered a range of impor-
tant topics, including formal meth-
ods, planning and scheduling, data 
mining, trust in autonomous systems, 
and intelligent systems architectures.

Present: Scaling Up  
to Enterprise and  
Mission Levels
This special issue covers semantic 
technologies, including natural lan-
guage processing, sophisticated on-
board fault management, human-
robotic interaction, and agent-based 
simulation architectures. These top-
ics complement the articles in Doyle’s 
1998 special issue, and they share its 
focus on strategic value. Specifically, 
they reflect the topics of data mining 
and intelligent systems architectures 
in ontology-related work that incor-
porates text mining and in large-
scale intelligent-agents architectures. 
Building trust in autonomy is also a 
theme of ours.

Jane T. Malin, Christopher Mill-
ward, Fernando Gomez, and David 
Throop’s article “Semantic Annota-
tion of Aerospace Problem Reports 
to Support Text Mining” describes a  
semantic annotation approach that 
allows NASA analysts to find sets of 
related problem reports. Text mining 
of problem reports is also improved 
by their innovative method by over-
coming some shortcomings of auto-
mated extraction of semantic infor-
mation from written reports.

Semantic technologies across the 
spectrum of text mining, ontology, 
and natural language processing offer 
a new capability that combines flex-
ible human processing with logical 
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structure and automated reasoning.7 
This type of technology has broad 
applicability not only to analysis of 
problem reports, but also to mission 
design and planning.

“The TacSat-3 Vehicle Systems 
Management Experiment” by Ryan 
Mackey, Lee Brownston, Joseph P. 
Castle, and Adam Sweet addresses 
one of the issues discussed in Doyle’s 
GEI2—trust in automated reasoning 
systems, in this case fault detection and 
diagnosis systems. Automated fault-
management systems can provide 
benefits in space operations. Ques-
tions remain, however, as to whether 
high-reliability systems can be im-
plemented within current on-board 
computing limitations. To address 
this problem, NASA and the US Air 
Force Research Laboratory (AFRL) 
used the TacSat-3 spacecraft as an 
example of an intelligent space sys-
tem. Their tests demonstrate proper 
function in high-fidelity simulation, 
providing credible evidence that the 
proposed intelligent system could be 
trusted in any foreseeable spacecraft 
performance environment.

Following the pioneering work 
of Bill Clancey and his colleagues,8 
Debra Schreckenghost, Tod Milam, 
and Terrence Fong’s article “Measur-
ing Performance in Real Time during 
Remote Human-Robot Operations 
with Adjustable Autonomy” reports 
quantitative analyses of human- 
robotic team performance in a space-
analog environment. Such analyses 
are crucial for building confidence 
that NASA missions can conduct 
complex surface exploration activi-
ties using interactive robots. In one 
plausible class of scenarios, Earth-
based operators will remotely su-
pervise multiple robots performing 
planned tasks. An important aspect 
of such operations is the flexible al-
location of tasks between the robots 
and their operators, called adjustable 

autonomy. Metrics are needed to 
evaluate the effectiveness and effi-
ciency of such operations.

When evaluating human-agent 
teams in a dangerous, complex en-
vironment, it can be impossible to 
evaluate system performance in the 
actual context. There are limits on 
the involvement of actual end us-
ers in the evaluation; astronauts and 
flight controllers are overworked and 
have no time to participate in HITL 
simulations. The adaptive agents and 
human actors operating in a dy-
namic environment make it difficult 
to control the experiment. In “As-
sessing Human-Agent Teams for Fu-
ture Space Missions,” Nanja J.J.M. 
Smets, Jurriaan van Diggelen, Mark 
A. Neerincx, Jeffrey M. Bradshaw, 
Catholijn M. Jonker, Lennard J.V. 
de Rijk, Pieter A.M. Senster, Ot ten 
Thije, and Maarten Sierhuis propose 
an agent-based simulation platform 
that makes it possible to run com-
puter simulations of work practices 
early in the development process and 
to chart a reliable path from simula-
tion to implementation.

Future: Mathematics 
Chasing Complexity
Earlier this year, David Parnas pro-
vided a thorough discussion and 
historical perspective on the use of 
mathematical methods in software 
engineering and analysis.9 There are 
many attractive aspects of formal 
methods, for example, provable cor-
rectness, interoperability with other 
software and hardware systems, and 
much better tools for software de-
velopment. However, current meth-
ods and tools have not been widely 
adopted, and usability seems to be 
a chronic problem. Rigorous math-
ematical methods must be supported 
by techniques for step-by-step pro-
cesses. These processes must be un-
derstandable by other engineers in 

order for them to have confidence in 
complex software components.

[E]verything that we can derive from 

an abstraction must be true of the real 

thing. If we can derive something that 

is not actually true, what we have is not 

an abstraction but a lie. Our role-model 

should be engineers, not philosophers or 

logicians. Engineers use mathematics in 

very different ways from pure mathema-

ticians and logicians. Mathematicians 

who prove theorems use axiom systems 

that allow them to search for a proof. 

Engineers usually evaluate expressions.9

A valuable extension of Parnas’s ideas 
is available in Johann Schumann and 
Yan Liu’s 2010 book, which is one of 
the first attempts to apply advanced 
mathematical methods to the design 
of complex, embedded intelligent sys-
tems.10 Their work begins to address 
the difficult problems of formally ver-
ifying and validating adaptive con-
trol systems. This line of work might 
eventually help justify greater confi-
dence in the reliability of intelligent 
systems, thereby opening new oppor-
tunities for more advanced software 
to be incorporated into future aero-
space systems.

Recently there has been increas-
ing discussion of a class of complex 
systems that seem to go beyond neu-
ral nets and other kinds of adap-
tive systems. These are referred to as  
ultra large-scale systems (ULS) or— 
reusing a term from decades earlier— 
self-organizing architectures.11

Future software systems might 
have the capability to adapt to chang-
ing operating conditions or user  
requirements. Bottom-up and top-
down solutions are both possible. In 
either case, system components adapt 
their behavior to changing condi-
tions. Both approaches have been 
able to realize self-adaptive systems, 
but both face challenges in dealing 
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with nondeterminism and with global 
incoherence, incompressibility, and 
chaos.

Joseph Licklider said, “People 
tend to overestimate what can be 

done in one year and to underesti-
mate what can be done in five to ten 
years.”12

There is no doubt that intelligent 
systems research and technology have 
advanced dramatically since 1979. 
The Web has offered a new domain 
for intelligent systems to inhabit. 
Ontology and agents are of great 
practical and economic importance  
today—no longer abstract concepts 
relegated to a sub-subset of logical 
and philosophical arcana. Future 
space missions will be dramatically 
different as a result of this progress, 
different in how they are conceived, 
planned, designed, executed, and 
communicated to a worldwide con-
stituency, a new generation of enthu-
siastic explorers.
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