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Guest Editorial Special Section on Communication
in Automation—Part I

PAST years have witnessed the ever-increasing growth
of distributed control systems in industrial and factory

automation environments [1], [2]. In such distributed environ-
ments, intelligent devices work jointly to fulfil specific (and
complex) tasks, as a consequence of the need to simultaneously
increase productivity and decrease production costs. Such kind
of distributed architectures enable a higher degree of flexibility,
scalability, and availability that could not be otherwise achieved
by means of centralized solutions. Furthermore, the inherent
ability to support the seamless integration of devices and ap-
plications from different manufacturers makes also possible a
noticeable reduction of costs.

On the other hand, all the typical properties of centralized
control systems, such as determinism, efficiency, safety, and
fault-tolerance, just to mention a few, have to be maintained and,
possibly, enhanced further. This implies that suitable technolo-
gies are needed that allow devices with a non-negligible degree
of processing power to cooperate as if they were a single piece
of equipment.

In such context, communication certainly plays a critical role
at all the levels foresaw by the (still valid) computer integrated
manufacturing (CIM) model. While interconnecting equipment
at the upper factory levels has never been a real problem,
managing the adequate timing and safety behavior at the lower
levels, that is, down to the shop-floor, is certainly a non-trivial
task.

The birth of factory communication systems dates back to the
1970s, when the need of replacing the existing point-to-point
analogue links led to the use of sophisticated (at the time) digital
communication technologies. The available solutions for con-
necting devices at the field level had, however, several draw-
backs: first, the complexity (and costs) of cabling; second, its
reduced reliability level, due to the lack of adequate/advanced
diagnostic functions; third, the impossibility to perform remote
configuration and management operations, which resulted in
higher system deployment and maintenance costs; and, finally,
the poor accuracy and limited flexibility of the exchanged infor-
mation.

Since the very beginning, it was clear that the requirements
of complex automated production plants—ranging from the in-
terconnection of decentralized peripherals up to the coordina-
tion among cell controllers—could only be satisfied by means
of digital communications technologies relying on non-trivial
communication protocols.

At that time, LANs were becoming quite popular in the
office automation world. In particular, Ethernet was gaining
widespread acceptance, especially because of its efficient
medium access technique that allowed for simple and inexpen-
sive implementations. Unfortunately, such type of solutions
was felt unsuitable for the factory automation environments.
The main reason was due to the random mechanism used to
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solve (possible) message collisions, which was based on a
probabilistic exponential backoff function. What is worse,
half-duplex Ethernet suffered seriously from the congestion
phenomenon: when the offered traffic grows, there is an higher
number of collisions, and, consequently, the number of retrans-
missions increases, which causes an undesired effect of positive
feedback on the network load. Therefore, the likelihood of
the transmission delays becoming unpredictably long is not
negligible, even for the usual operating conditions.

This led to the definition of a number of so-called “fieldbus
networks,” most of which backed up by leading companies op-
erating in the field of automation components and equipment.
Those solutions were able to show real-time behavior and there-
fore to ensure an adequate degree of determinism (i.e., pre-
dictability) [3]–[12].

Popularity of fieldbus networks increased steadily through
the 1990s, as witnessed by the fact that, at present, most factory
automation and process control systems still rely on such solu-
tions. However, while adequate to cope with the communication
requirements of control systems at the shop-floor, fieldbuses
failed to provide a universal and well-accepted solution for
supporting distributed control systems in industrial and factory
automation environment. In particular, no single fieldbus suc-
ceeded to become the de facto standard. This implied that a
plethora of different (and incompatible) fieldbus solutions have
been (and still are) effectively available to designers and system
integrators, which means reduced interoperability, increased
costs, and slow technological advances.

On the other hand, there was a quite different evolution in
the office automation environments, where only one solution
emerged as the clear winner, that is, Ethernet. Thanks to the
switching technology (also known as full-duplex), there was a
steady increase in the transmission speed—from initial 10 Mb/s
equipment, the bit rate grew to 100 Mb/s (fast Ethernet), 1 Gb/s
(gigabit Ethernet) and, recently, up to 10 Gb/s. Such continuous
enhancement of the transmission technology managed to keep
the pace with the ever-increasing communication requirements
and has provided for the three past decades a rock-solid platform
on which to build distributed processing systems. The key factor
of its success was that backward compatibility was never lost.
This means that we are still able to connect old 10 Mb/s shared
Ethernet devices to up-to-date 1 Gb/s Ethernet switches.

Thanks to the availability of multiple priority levels and
VLANs, high-speed switched LANs were deemed suitable
to support traffic with tight timing requirements. Hence, they
quickly become appealing for factory automation environ-
ments, too. As a logical consequence, a great deal of efforts
were spent in designing distributed solutions for such environ-
ments that were based on Ethernet. This led to the spring of the
so-called “industrial Ethernet” networks [13], [14].

Several research activities have been carried out to find how a
truly deterministic behavior could be achieved when using Eth-
ernet networks [15]–[19]. Those activities have been carried out
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by both academia and R&D departments of leading manufac-
turers in the automation field. Even though such a target was
often obtained at the price of some modifications to standard
Ethernet communication equipment, a much higher degree of
interoperability with the existing factory communication back-
bones became possible.

With the advent of the new millennium, several real-time so-
lutions were defined, and the related devices became available
on the market. Therefore, they can be readily embedded both in
new projects and in the existing automated production plants.
The most part of them features true real-time behavior and per-
forms noticeably better than traditional fieldbus networks. In
some cases, very-low-jitter data exchanges and accurate syn-
chronization are provided as well, in order to support motion
control applications. Indeed, industrial Ethernet networks aim
at being a far more universal solution for industrial communi-
cation applications than the traditional fieldbus networks were.

More recently, besides wired networks, attention has been
paid to the adoption of wireless communication technologies in
industrial environments [20]–[25]. At present, the main use of
such kind of solutions is to simplify the configuration and diag-
nostic operations through the reduction of cabling. However, the
interest is growing about their adoption at the shop-floor as well,
in all those cases where wiring is not possible or, simply, cum-
bersome. Due to economical reasons, research activities have
focused mainly on the ways standard wireless solutions, such
as IEEE 802.11 WLANs (in all its different variants, including
QoS-enabled 802.11e) and IEEE 802.15.4 LR-WPANs (with
the related ZigBee protocol stack), could be adapted to operate
in industrial environments. Lately, besides WiFi, wireless sensor
networks (WSNs), and Zigbee, also Bluetooth is being consid-
ered as a possible solution for interconnecting devices at the
shop-floor.

It is worth noting, however, that efforts about industrial net-
works were spent not only on the lower layers of the commu-
nication stack. For instance, an ever-growing number of indus-
trial applications relies on standard TCP/UDP/IP communica-
tion, for both parameterization and process data exchange. The
main advantage of IP-based networks is that they enable natively
geographic connectivity and ensure complete compatibility with
the existing application protocols in widespread use over the In-
ternet, such as, for example, HTTP, FTP, SMTP, SNMP, and so
on.

At an even higher level, we assisted in the past few years at
the pervasive adoption in industrial environments of a number of
technologies, languages, and tools for modelling data and sys-
tems, which were borrowed directly from the ICT world, such
as, for example, XML and UML. Together with the concept
of device profiles, already in use in automated factory environ-
ments for about a decade, they achieve an unprecedented level
of interoperability and interchangeability. These new technolo-
gies allow designers and system integrators to quickly set-up
control systems for new production plants or to quickly recon-
figure old ones. At the same time, the concept of middleware
became more and more popular to link enterprise applications
with production management systems [26]–[29].

The above technological advances also suffered from some
drawbacks. Indeed, open networking technologies also mean
that production systems are much more exposed to malicious

attacks than in the past, which might jeopardize both produc-
tion and safety. Consequently, particular care has to be taken
in modern plants to prevent threats coming from the outside,
e.g., from connections to the Internet. This is why security in in-
dustrial environments is becoming a critical requirement, which
should be dealt with properly since the design phase.

Besides security, also safety—i.e., avoiding that a malfunc-
tion in the system might cause either injuries to human beings
or serious damages to the production equipment—and fault-tol-
erance—to increase both the reliability and availability of the
plant—are becoming aspects of utmost importance, in order to
have highly dependable systems. Hence, it is no surprise that,
nowadays, industrial communication systems have to support
them in a proper way.

As it can be seen from the above discussion, factory automa-
tion systems and, in particular, industrial communications are
quickly converging toward already available standards and so-
lutions of the ICT world. Although the peculiarities of indus-
trial control systems require that some changes are brought to
the existing technologies, nevertheless, we should expect that
in the near future, these synergic actions will lead to steadily in-
creasing performances, enhanced interoperability, and reduced
costs.

Finally, it is worth noting that the current trend to exploit syn-
ergic effects between similar application fields goes well be-
yond the factory and office worlds. This is why, at present, it
is much more meaningful to talk about “Communication in Au-
tomation,” which embraces all those fields that involve the adop-
tion of digital communication techniques for interconnecting
devices and equipment in (virtually) every kind of advanced
control system. Besides factory automation and process control
environments, remarkable examples of such application areas
include building automation, motion control, and automotive
communication systems, just to mention a few.

This special section on “Communication in Automation”
presents some relevant works concerning selected aspects about
the topics highlighted above. Obviously, it cannot provide a
comprehensive overview on the subject. Instead, some insight
is provided about the most recent advances in this field. As a
consequence, the papers included in this special section cover a
quite wide spectrum of topics. The section is split over two is-
sues of the IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS.
In the present issue, three papers are presented, which deal with
performance evaluation of control networks. In particular, they
address the analysis of scheduling policies for CAN networks,
performance measurements in real-time Ethernet networks, and
the theoretical evaluation of CSMA-based networks such as
LonTalk. Further papers will appear in the May issue of these
Transactions.

In order to ensure a deterministic behavior, distributed real-
time control systems are required to meet real-time constraints.
In many cases, however, other criteria that depend on the spe-
cific application have to be satisfied as well. This is the case of
networked control systems (NCS), which are known to be quite
sensitive to the jitter induced by communication delays. Well-
known scheduling techniques, such as non-preemptive deadline
monotonic (NP-DM) and non-preemptive earliest deadline first
(NP-EDF), which can be directly implemented upon popular
networks such as the controller area network (CAN), despite ef-
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ficient in terms of bandwidth usage, may show a poor behavior
when other application-dependent performance indices are con-
sidered.

The paper “Fine-Tuning MAC-Level Protocols for Optimized
Real-Time QoS,” by Grenier and Navet, takes into account a
class of online scheduling policies that schedule frames right
at the MAC level and provides a schedulability analysis that is
valid for all the policies in that class. As shown in the paper, the
related algorithms can be implemented on COTS components
(e.g., CAN controllers). Moreover, they offer a good tradeoff
between feasibility on the one hand and, on the other hand, the
ability to fulfil satisfactorily other criteria that depend explicitly
on the application, such as those concerning jitters on response
times.

Besides fieldbuses, Ethernet is currently more and more
adopted in industrial automation environments to carry out
real-time communications. Thanks to real-time Ethernet
(RTE) protocols, defined in the IEC 61784-2 standard, new
high-performance automation solutions are now available at
reasonable prices. In this kind of systems, the communication
cycle can be as low as a few tens of with jitters below one

. Such tight timings make network testing and debugging a
very complex task. Despite the fact that most of the existing
network and protocol analyzers are able to perform detailed
local analysis, they usually cannot be employed to carry out
distributed measurements on the whole network. Proper char-
acterization of high-performance RTE systems, in fact, requires
that transmission delays are precisely measured, which means
that measuring instruments have to be synchronized.

The paper “A Distributed Instrument for Performance Anal-
ysis of Real-Time Ethernet Networks,” by Ferrari et al., intro-
duces a low-cost distributed tool for measuring the timing char-
acteristics of RTE equipment, e.g., end-to-end delays, synchro-
nization, and so on. This instrument relies on multiple probes,
implemented by means of FPGAs, that allow time measure-
ments to be carried out on different places of the target network,
in a simultaneous and synchronized way. The log of measured
data is stored on a monitor station, implemented on a PC, for
further elaboration. Experimental results, obtained from a pro-
totypal implementation of the instrument, show that synchro-
nization accuracy between probes could be as low as 100 ns,
which means that very accurate measurements are possible.

A further kind of control networks, mostly adopted in
building automation, rely on random access schemes like
CSMA. In order to make such communication techniques suit-
able for control applications, mechanisms based on priorities
should be adopted. In this way, an upper bound on transmis-
sion latencies for high-priority messages can be ensured. The
introduction of priorities has a significant impact on the overall
quality of service (QoS) obtained by the different connections,
and this may lead to some problems. For instance, if the whole
network is not adequately dimensioned, messages having
low priorities may suffer from excessively long transmission
times, or high loss rates. This means that model-based analysis
techniques must be included in tools for the effective capacity
planning of networks.

The paper “On the Analysis of CSMA-Based Control Nets
with Priorities and Multicast,” by Buchholz and Panchenko,
presents an approach to analyze the quality of service provided

by CSMA-based control networks. Analytical formulas are de-
rived from queueing networks theory that allow several perfor-
mance indices, like mean throughput, loss rate, and response
times, to be efficiently and quickly computed, even for systems
with several thousands of connected devices. Particular atten-
tion is devoted to the analysis of priorities in LonTalk networks,
as well as to the effect of timeouts and multicast communica-
tion.

A special section like this one relies on the active sup-
port of several people. We would like to thank all of them:
the authors, for their contributions and their cooperation in
promptly replying to the reviewers’ comments; the reviewers,
for their careful reviews and comprehensive comments, which
contributed in a significant way to the quality level of the
papers that were published; and, finally, the editors of these
Transactions, for their guidance in preparing and finalizing this
special section, from the very first steps until its publication.
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