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Ultra-Low-Power Error Correction Circuits:
Technology Scaling and Sub-VT Operation
Chris Winstead, Senior Member, IEEE, and Joachim Neves Rodrigues, Senior Member, IEEE

Abstract—Techniques are evaluated for implementing error
correction codes in wireless applications with severe power con-
straints, such as bio-implantable devices and energy harvesting
motes. Standard CMOS architectures are surveyed and compared
against alternative implementations, including known sub-VT

analog decoding techniques. Novel sub-VT digital designs are
proposed, and their power efficiency is evaluated as a function
of operating voltage and clock frequency. Sub-VT implementation
is predicted to offer 29× gain in power consumption for a (3,6)
low-density parity-check decoder of length N = 512 operating
at a throughput of 200 Mb/s, compared to standard digital imple-
mentation of the same design.

Index Terms—Analog decoders, biomedical implants, error cor-
rection codes (ECC), sub-threshold, ultra-low voltage.

I. INTRODUCTION

E RROR correction codes (ECC) are widely used to op-
timize performance in wireless communication devices.

Some advanced ECC techniques—generically described as
iterative message passing algorithms—are able to approach
theoretical limits on performance, which is defined by the
minimum signal energy needed to maintain a reliable opera-
tion. Unfortunately, the message-passing ECC implementations
typically consume more than 100 mW of power [1]–[10]. Ad-
vanced ECC options are therefore inaccessible to micro-power
communication devices, which are increasingly important for
biomedical applications, personal area networks, distributed
sensor networks, and machine-to-machine interfaces.

ECC solutions to improve communication performance in
biomedical devices were previously examined [11], [12]. Body-
area-networking devices that utilize ECC circuits have also
been described [13]. Previous articles consider using sub-
threshold (sub-VT) analog decoding circuits as a means of
minimizing the power cost of ECC modules [14]–[19]. Analog
decoding circuits have been studied for more than 10 years and
several analog circuit techniques have been devised to max-
imize power efficiency. Although many different low-power
ECC implementations have been described in the literature, to
date there has not been any comprehensive study to evaluate
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the comparative efficiencies of alternative analog and digital
implementations.

Contribution: In this paper, we evaluate and compare the ef-
ficiencies of analog and digital message-passing ECC decoders
that are reported in the literature. Furthermore, we extend this
analysis to include the estimated performance of a new sub-
VT digital implementation, which is predicted to achieve better
power efficiency than previous analog or digital designs. In
order to provide a fair comparison, a generalized scaling theory
is applied to correct for differences in process technology,
operating speed, and supply voltage. The results of our analysis
reveal that high-performance ECC designs—whether analog
or digital—are unable to meet acceptable power limits for
bio-compatible electronics. Finally, we demonstrate medium-
performance sub-VT digital decoders that meet bio-compatible
power constraints. The medium-performance digital decoders
are also shown to consume less energy per bit than previously
reported analog decoders with comparable performance.

The remainder of this paper is organized as follows. Section II
presents an overview of the most prevalent high-performance
ECC implementations and considerations for low-power im-
plementation. Section III proposes a technology normalization
method for comparing ECC designs implemented in different
technologies. Section IV describes the design and characteri-
zation of a sub-VT digital ECC design and Section V offers
conclusions.

II. ECC IMPLEMENTATIONS

A. Typical ECC Characteristics
During the past two decades, significant effort was invested

to implement high-performance iterative ECC decoders based
on Turbo [20] and low-density parity-check (LDPC) codes [21],
[22], which are known to approach the theoretical Shannon
Limit on communication performance. LDPC and Turbo codes
may be classified as concatenated codes, which are composed
of simpler sub-codes. Decoding is accomplished iteratively by
exchanging messages between sub-decoders. The messages are
interpreted as local decoding estimates for each of the sub-
codes, and by combining all local informationß, a message-
passing decoder obtains dramatically improved performance.
The final decoded result is obtained after 5–25 iterations of
message passing, depending on the particular code.

Table I lists a selection of common decoder implementations
for iterative message-passing codes. Decoders are first classi-
fied by their standard channel type, which include hard- and
soft-information channels. In the former, only binary data is re-
ceived, whereas in the latter, the decoder processes real-valued
samples from the analog channel. Soft-information decoders
are more complex and achieve higher performance. Perfor-
mance also tends to improve as the code’s block size, N , is
increased, with a corresponding increase in complexity. Current
standards utilize codes with N equal to several hundred or

1549-7747/$31.00 © 2013 IEEE
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TABLE I
CLASSIFICATION OF BLOCK AND LDPC DECODER IMPLEMENTATIONS

thousand bits. Table I also lists non-iterative syndrome type
decoders, which are among the least complex (and lowest
performance) HD decoders. Syndrome decoders utilize lookup
tables (LUTs) that are efficient for very small N , but cannot be
scaled up for high-performance decoding.

The more sophisticated message-passing decoders listed
in Table I include Gallager, Belief Propagation (BP), and
Min-Sum (MS) algorithms. Gallager-style decoders operate by
toggling bits in a large Boolean network [21]. BP is a more
complex algorithm that achieves near-optimal performance,
but at a very high implementation cost [22], [23]. The MS
algorithm is an approximate version of the BP algorithm that
obtains significantly reduced complexity with a mild perfor-
mance loss [7]. Most recent BP and MS implementations use
a semi-parallel digital architecture to improve efficiency. In
a typical semi-parallel architecture, messages are partitioned
into memory blocks and parallel operations are performed
on non-overlapping pairs of memory blocks. Turbo decoders
are another code class that utilize the BP algorithm. Semi-
parallel implementations are obtained for Turbo codes by using
“sliding-window” algorithms. For the Turbo case, the soft-
output Viterbi algorithm is often used, which can be considered
as an approximation of BP in the Turbo case.

The earliest iterative ECC implementations required up to
1 W of power [7], which prompted some researchers to propose
analog implementations [24]. Analog implementations have
been demonstrated for both BP and MS algorithms, which
operate by exchanging analog currents or voltages between
nonlinear processing cells. Analog BP decoders are usually
implemented using sub-VT CMOS circuits and analog MS cir-
cuits have been demonstrated using super-VT current-steering
circuits [17]. Analog architectures are necessarily parallel and
obtain moderate throughput (10 Mb/s to 1 Gb/s) through paral-
lelism gain on large codes.

Although sub-VT analog decoders show promise for low-
power implementation, they tend to suffer from speed and
performance degradation that are usually attributed to interface
limitations. Analog decoders require an array of Sample-and-
Hold (S/H) cells that perform serial-to-parallel conversion on
the decoder’s analog input samples. S/H circuits suffer from
charge leakage, resulting in a gradual accumulation of error
on samples, Err ∝ TH , where TH is the maximum hold time.
For a serial-to-parallel converter, TH = N/f , where N is the
code’s block size and f is the throughput in bits per second.
If a maximum S/H error tolerance is specified, then an ana-
log decoder cannot be operated for N greater than Nmax ∝
Errmax × fmax, where fmax is the maximum S/H sample rate.
Hence, the analog decoders’ block size is limited and the
achievable performance is correspondingly limited.

The available codes and decoding algorithms are subject to
a wide range of parameters and channels, making it difficult to
state a single definition of “performance.” For the purposes of
this paper, we define performance generally as the minimum
input signal-to-noise ratio (SNR) required to achieve a spec-
ified bit error rate on a reference binary-input additive white
Gaussian noise channel. In this definition, the rate-normalized
SNR is used, equal to EB/N0, where EB is the energy per data
bit and N0 is the channel’s noise power spectral density. We
also define an algorithm’s “complexity” as that of the arithmetic
operations that comprise the algorithm.

B. Low-Power Considerations

Low-power applications—particularly those emerging in the
bio-medical and body-area-networking domains—demand ex-
tremely low power consumption for safe long-term use. For
bio-implanted devices, power density must be no greater than
0.8 mW/mm2 to avoid tissue damage through heating effects
[25], which predicts a chip-scale limit on the order of 10 mW.
This limit is exceeded by all reported digital BP, MS, and Turbo
architectures, which lie in the range of 50 mW to 1 W [1]–[10].
The imagined bio-medical applications have low to moderate
speed requirements, below 1 Gb/s. It was previously argued
that sub-VT analog decoders are a suitable match for these
requirements [11], but our comparison analysis in Section III
shows that sub-VT analog decoders still consume more than
1 mW at moderate speed.

We now propose that Gallager-style algorithms provide a
competitive option, and our analysis in Section IV demonstrates
that sub-VT Gallager designs achieve similar performance to
analog decoders with lower power consumption. Hard-decision
(HD) Gallager decoders offer several benefits over analog
implementations. First, the system’s overall complexity is re-
duced by using a hard-information demodulator, instead of a
specialized analog interface. Second, Gallager decoders are
implemented using mature digital-synthesis strategies and are
straightforwardly mapped into any standard CMOS process.

C. HD Decoder Architecture

This paper focuses primarily on efficient implementation of
HD Gallager-style decoders. Throughout this work, we also
include comparison results for a simple N = 7 Hamming code
syndrome decoder, which serves as a corner point for lowest
complexity, lowest power, and poorest performance among
useful ECC implementations. The syndrome decoder is highly
efficient for small N , consisting of a small binary matrix multi-
plication and a LUT. The N -bit input vector r is first multiplied
into the code’s N ×Mparity-check matrix H , yielding the
M -bit syndrome vectors = rHT . If the syndrome vector is
non-zero, the input sequence contains at least one error. The
LUT implements a one-to-one mapping between syndrome
vectors and error patterns, hence e = LUT (s). Finally, the
errors are corrected when the error pattern is EXORed with the
original input, yielding the decision vector d = r ⊕ e.

The parity-check part of the syndrome decoder is imple-
mented using a set of EXOR parity-check operations. The
number of parity-checks M is linear with N ; however, the
number of LUT patterns grows with 2M . As a result, syndrome
decoders are only efficient for very small N . Iterative message-
passing algorithms provide an alternative method of estimating
the error pattern without requiring a LUT. These methods were
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Fig. 1. Parallel architecture for an LDPC decoder, consisting of symbol nodes,
check nodes, and an interleaver.

first reported by Gallager for decoding LDPC codes with sparse
parity-check matrices and large N .

Among the Gallager-style decoders, the Gallager-A (GA)
algorithm has the simplest logic and is therefore expected to
provide the lowest power implementation. The GA decoder
consists of N symbol nodes and M check nodes, as shown in
Fig. 1. The decoder receives N input bits from the noisy chan-
nel, r0, . . . , rN−1 and produces N output bits d0, . . . , dN−1

via processing at each of N symbol nodes. The symbol nodes
exchange binary messages with M check nodes. The inter-
connect between symbol and check nodes is governed by the
interleaver Π, which implements a pseudo-random permutation
on the message wires.

The GA decoding algorithm is described elsewhere [21] and
briefly summarized as follows. Each symbol node Sj sends
messages equal to its top-level input rj to all adjacent check
nodes. Then, each check node Ci computes the total parity
Pi of its local messages, defined as the EXOR-sum over all
messages. If Pi = 0, then the check node simply echoes the
messages back to its adjacent symbol nodes. If Pi = 1, then at
least one of the adjacent bits is erroneous, so the check node
responds by inverting each of the messages. At the symbol
nodes, unanimous-vote logic is applied, so that message values
are updated if all incoming messages are equal, i.e., the channel
bit is flipped if all adjacent parity-checks indicate an error. This
process is repeated through several iterations so that erroneous
bits are incrementally toggled and corrected.

III. COMPARISON OF ECC SOLUTIONS

A. Technology Scaling Trends in ECC Implementations

Sub-VT analog decoders initially proved to be much more
power efficient than digital options, but that gain has diminished
recently due to steady improvements by technology migration.
Decoder power efficiency is conventionally measured in Joules

per decoded bit, defined as Jpb
Δ
= PT/fcN , where P is the

decoder’s average power consumption, N is the number of
decoded bits per frame, T is the number of iterations per
frame, and fc is the clock frequency. For standard CMOS tech-
nologies, the Jpb figure is proportional to the devices’ power-
delay-product, which improves with each successive process
generation.

Power-efficiency trends for digital designs are predicted by
generalized process scaling rules, which account for typical
differences in supply voltage and terminal capacitance between
different technology nodes [26]. For digital designs, the Jpb
efficiency is predicted to scale by a factor of the power ratio γD,
defined as

γD =
C2V

2
DD2

C1V 2
DD1

= ξ2 (1)

where ξ is the technology scale ratio, C the device terminal
capacitance, and the subscripts “1” and “2” indicate the original
reported technology and target technology, respectively. The
terminal capacitances depend on device geometry and may vary

Fig. 2. Technology scaling trends in digital ECC implementations, including
Turbo decoders [8]–[10] and LDPC decoders [1]–[7]. Also shown is the trend
line predicted by Dennard scaling theory [26].

significantly within a design, but they are expected to scale pro-
portionally with ξ, and the supply voltage VDD scales with ξ1/2.

Fig. 2 shows the power efficiency of reported digital ECC
chips, along with a dashed line indicating the improvements
that are expected due to scaling theory. Decoder efficiency tends
to follow the trend predicted by scaling theory, indicating that
improvements are largely attributable to technology scaling,
rather than design innovations. The earliest designs reported in
Fig. 2, implemented in 350-nm CMOS technology, exceeded
1 nJ/bit. By comparison, sub-VT analog designs were measured
as low as 40 pJ/bit [18]. As process technology advanced, effi-
ciency improved for digital decoders, and some recent designs
achieve less than 10 pJ/bit.

Scaling trends have diminished the advantages of sub-VT

analog decoders in high-speed applications, but analog im-
plementations may still prove to be more efficient in bio-
compatible applications, which operate at a lower speed. When
digital designs are operated at low speed, the dynamic power
is reduced but the static leakage power remains constant. This
tends to degrade the decoder’s Jpb efficiency, as discussed in
Section III-C. The benefits of technology scaling are expected
to diminish in future process generations, in which the threshold
and supply voltages are now approaching physical limits. We
may therefore expect that digital decoder implementations will
not benefit as strongly from technology scaling in the future.

B. Technology-Adjusted Performance of ECC Implementations

In this section, we present a normalized comparison of
reported iterative decoders in which scaling theory is used to
eliminate variations due to process technology and clock fre-
quency. This normalization strategy predicts the performance
of decoders implemented in a common 65-nm reference tech-
nology, operating at a common throughput of 200 Mb/s. By
normalizing decoder results to 65 nm, it is possible to make
meaningful associations between design choices and power
efficiency, and to make same-technology comparisons of al-
ternative implementations. Several of the more recent LDPC
decoders are already implemented in 65 nm, so the scaling
adjustment is used primarily to adjust figures for previous
designs implemented in 90-nm and larger technologies.

Digital designs may be scaled by application of the power
ratio (1), assuming that dynamic power consumption is much
greater than leakage losses for the reported digital designs. For
scaling analog designs, the scaling ratio is somewhat different
because analog ECC implementations are usually based on
continuous-time processing with current-mode circuits. The
efficiency is therefore linear with VDD and the power ratio is

γA =
C2VDD2

C1VDD1
= ξ

3
2 . (2)
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Fig. 3. Comparison of scaled power and performance for reported decoder
implementations, including LDPC decoders [1]–[7], Turbo decoders [8]–[10],
and sub-VT analog decoders [14]–[19]. Also shown are the HD decoders
synthesized for this work. All power numbers are scaled to a 65-nm technology
and normalized to a fixed throughput of 200 Mb/s. The sub-VT power gains
for syndrome and GA decoders are indicated as GS and GGA, respectively.
The SNR is reported as the Eb/N0 required to achieve an error rate of 10−5.
The LDPC and Turbo data points include error bars to indicate the range of
uncertainty in static power consumption.

Because digital efficiency scales with ξ2 while analog efficiency
scales with ξ3/2, technology scaling should provide greater
benefits for digital implementations than analog. This analysis
explains why digital designs have closed the efficiency gap with
analog designs during the past decade.

Fig. 3 shows the results of our scaling adjustments, revealing
the tradeoff between required SNR and decoder power con-
sumption for LDPC, Turbo, and analog decoders. Two low-
complexity HD designs are also shown, including a small
syndrome decoder and a larger GA decoder, which were synthe-
sized using a standard CMOS cell library. The same decoders
were also charaterized for sub-VT operation, as explained in
Section IV. The adjusted results for digital LDPC and Turbo
designs account for both dynamic and static power, as explained
in Section III-C. Because the static power is not reported for
most designs, error bars are shown to indicate the range of un-
certainty. In addition to the estimated static power consumption,
the digital designs are further adjusted by adding the minimum
power needed to operate an analog-to-digital converter, which
is required of the digital designs but is not needed for the
analog and HD designs. According to Murmann’s comprehen-
sive survey [27], the minimum energy requirement in 65-nm
technology is 6.5 pJ per sample, or 1.3 mW when sampling at
200 MS/s. This has been added to each of the digital points.

For bio-compatible applications, 10 mW is the chip-scale
maximum power constraint, as indicated by a vertical dashed
line in Fig. 3. Although this constraint is met by several of
the reported analog and LDPC designs, it is not necessarily
sufficient since 10 mW is a constraint on the entire implanted
device, not just the decoder. Some margin must be left for
other functions, including the RF front-end, additional signal
processing, and any circuits required for stimulation or actua-
tion functions. The decoder itself should therefore be required
to operate well below the 10-mW constraint. As a result, the
high-performance digital implementations must be ruled out
for use in bio-implantable electronics. The digital HD imple-
mentations, on the other hand, are able to operate significantly
below the 10-mW limit and have performance similar to analog
decoders, as seen in Fig. 3. In Section IV, we demonstrate that
when using a sub-VT supply voltage, the digital HD decoders
consume well below 1 mW.

C. Leakage Power in ECC Implementations

For the scaling approach used in Fig. 3, the decoders’ power
consumption is adjusted to account for differences in reported
throughput. For each decoder, the total power is Ptot=Ps+Pd,
where Ps is a static part due to leakage current and Pd is a
dynamic part due to switching. The switching part is propor-
tional to clock frequency and a linear adjustment is applied
via the digital power ratio (1). The static part, Ps, does not
scale with frequency and therefore establishes a lower bound
on power consumption as speed is reduced. Unfortunately, Ps

is usually not reported in the literature on iterative decoders. In
the rare cases where Ps is reported, it ranges from 3 mW [28] to
41 mW [29].

We used two approaches to account for uncertainty in Ps

for LDPC and Turbo decoders. First, we observe that Ps >
1 mW in all reported digital implementations (e.g., [3], [29]),
which, second, identifies that the reported relative leakage
power consumption is between 0.5% [3] and 5% [29] of the
total power when operating at the decoder’s maximum speed.
Fig. 3 reports the minimum estimated Ps and error bars indicate
the maximum estimated Ps using these methods.

IV. SUB-VT ENERGY CHARACTERIZATION

Sub-threshold (sub-VT) or weak-inversion operation of digi-
tal circuits is an efficient technique to reduce static and dynamic
dissipation. The drawback of sub-VT operation is a severe
degradation of the transistor’s performance, i.e., propagation
delay and reliability. Thus, sub-VT operation may be considered
for designs with low to moderate throughput requirements, and
for highly parallel architectures where speed can be recov-
ered through parallel operation. The GA decoder is a highly
parallel architecture that is suitable for sub-VT implementa-
tion. In this section, we present power analysis for GA and
syndrome decoders that were synthesized for a 65-nm low-
power high threshold (LP-HVT), which has a threshold volt-
age VT < 700 mV. The LP-HVT technology was previously
demonstrated to be functional down to VDD = 250 mV [30].

The GA and syndrome decoders were synthesized using
a commercially available standard LP-HVT super-VT CMOS
technology. When operating at 200 Mb/s, the power consump-
tion of the super-VT decoders were estimated to be 664 μW
(GA) and 8.23 μW (syndrome), as reported in Fig. 3. To
evaluate the gains obtained by operating in the sub-VT domain,
their power consumption was estimated as a function of clock
frequency and supply voltage.

Toggling information for power estimation is obtained by
simulating a fully routed design (including clock tree) with
back-annotated timing information. The design is characterized
by employing an energy model that uses parameters retrieved
from critical path information as well as a traditional value
change dump-based power simulation. The sub-VT character-
ization flow considers static and dynamic energy and provides
an accurate energy profile, verified by silicon measurements of
previously fabricated sub-VT circuits [30].

The decoders’ sub-VT energy profiles are shown in Fig. 4(a)
and (b). The minimum voltage for reliable operation is indi-
cated by the vertical dashed line in Fig. 4(a). The energy mini-
mum (Emin) is found at supply voltages 176 mV and 151 mV
for the syndrome and the GA decoder, respectively. At the en-
ergy minimum, voltage static and dynamic energy have an equal
share, whereas at higher supply voltages, the contribution from
switching increases. At such a low VDD, however, the circuit
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Fig. 4. Sub-VT energy profiling of the N = 7 Hamming syndrome and N =
512 GA decoders. The minimum energy (Emin) points are indicated as squares
and realizable minima (operating at 250 mV supply) are indicated by circles.
The projected points at 200 Mb/s are indicated by asterisks.

cannot operate reliably [30]. The obtainable energy minima
are therefore achieved at 250-mV supply, operating at clock
speeds 16 kHz (GA) and 7.5 kHz (syndrome), corresponding
to throughputs of 8 Mb/s and 52 kb/s, respectively. At these
speeds, the actual power consumption figures are 7.5 nW (GA)
and 47.9 pW (syndrome). In order to benchmark these results
alongside the comparison data in Fig. 3, the points correspond-
ing to 200 Mb/s are indicated by asterisks (∗) in Fig. 4(a)
and (b). To achieve a throughput of 200 Mb/s, the decoders
are operated at 4.7 MHz (GA) and 28 MHz (syndrome), with
corresponding increased dynamic power. At this throughput,
the decoders are estimated to have a power consumption of
22.77 μW (GA) and 458 nW (syndrome), operating with supply
voltages 0.52 V and 0.53 V, respectively.

V. CONCLUSION

ECCs provide significant performance benefits for wireless
communication circuits, but state-of-the-art ECC implementa-
tions require too much power to be integrated within the power
constraints of bio-implantable devices.

Our results show that iterative HD methods, such as the GA
decoder, achieve lower power consumption than the best ana-
log decoders with similar SNR performance. We furthermore
showed that sub-mW operation can be realized through sub-
VT digital implementation of HD algorithms, which reduces
power by nearly 30 times compared to standard super-VT

implementation.
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