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Unconventional Network Theory 
HERBERT J. CARLIN, FELLOW, IEEE! 

HE CLASSIC AGE of network theory has ended. 
This period stretches from about 1924, the date 

of publication of Foster’s Reactance Theorem [l] 
to perhaps 1954, the date of publication of the complete 
synthesis of reciprocal [2] and nonreciprocal [3] lumped 
passive n ports in terms of the scattering matrix by 
Belevitch, and Oono, and Yasuura. We also have had 
a preclassic or medieval period in which Kirchhoff [4], 
Campbell [5], Heaviside [6], and Pupin [7] figured as key 
contributors, the latter two in the domain of transmission 
line circuits. Included within the three decades of the 
age of classicism are the contributions that have made 
the names of Carson [8], Cauer [9], Bayard [lo], Guillemin 
[ll], Bode [12], Brune [13], Gewertz [14], Darlington [15], 
Bott-Duffin [16], and Tellegen [17] into household words 
(that is in the households of network theorists). These 
men and others of the same generation have been pri- 
marily concerned with the theory of positive element 
RLC networks, which, of course continues to be important 
in the engineering design of electronic circuits. However, 
in the last decade, as pointed out earlier [18], there are 
signs that a new era may be upon us, and that a network 
approach to problems outside the now conventional do- 
main of lumped passive circuits will play a significant 
role in the newly developing electronic technologies that 
surround us. 

What is an electric network? It seems to me that if 
for a given structure you can, by one means or another, 
constitute a set of ports across which electromagnetic 
energy may flow, and at which voltage and current are 

defined and measurable, then you have a network. Imped- 
ance and scattering functions of a frequency variable can 
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then be discussed. Network theory is the study of such 
physical structures at their accessible ports. This study, 
which includes in its domain an immense variety of 
physical configurations such as control systems, multi- 
port microwave cavities, integrated and microminiaturized 
circuits, parametric amplifiers, quantum electronic de- 
vices, Cerenkov radiators, you name it, demands at the 
very outset a cons,ideration of the problem of physical 
realizability. A neat,ly packaged set of elementary building 
blocks (e.g., R, L, C') is not available for these generalized 
systems and components, but in 1954 Raisbeck [19] had 
the interesting idea. of defining the realizability of a net- 
work in terms of its satisfaction of various physical 
postulates, for exa,mple, causality, linearity, passivity, 
time invariance, in the time domain. It is then necessary 
to determine the associated properties of network functions 
in the complex frequency domain; and indeed, it is even 
i:mportant to decide under which physical postulates a 
frequency response exists. This idea of network realiza- 
bility was treated with considerable rigor in a paper by 
Youla, Castriota, and Carlin [20], and a new generalized 
definition of a bounded real scattering matrix and a 
positive real impedance matrix in the frequency domain 
was deduced which is necessary and sufficient for the 
satisfaction of a set of physical postulates in the time 
domain. Network t,heorists may take particular pleasure 
from a result derived by network methods in that paper 
(but first reported in 1957), to the effect that causality 
is a consequence of linearity and passivity, because it 
has been quoted by scientists in fields far removed from 
circuits [21]-[23]. hluch remains to be done in this area 
of general realizability. A physical postulational approach 
to nonlinear circuits, or time-varying linear systems, or 
for that matter linear, active time invariant networks 
has still not been formulated. It has however, become 
evident that a good many interesting realizability criteria 
are forthcoming, even in the lumped domain, if we relax 
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the passivity requirement and carry linearity with rational 
frequency functions as far as possible. Thus workers such 
as Kinariwalla [24] and Sandberg [253 have exploited 
negative circuit elements and idealized linear amplifiers 
in the synthesis of linear active circuits; and if linearity 
is extended to the limit you arrive at the nullator (an 
open and short circuit at the same time) and norator 
(a nonreciprocal one-port) as elements required for the 
synthesis of the most general linear system [26], [27]. 

In the context of broad utilization of network concepts 
it is of prime importance to be able to construct a net- 
work model of the most diverse physical systems. An 
early example of this is the book by Brillouin [28] on the 
representation of the properties of crystal lattices in terms 
of periodic networks. Many more recent examples are 
also available on how to unearth a network representation 
for a physical system, which to the untutored eye has 
no resemblance whatsoever to a circuit. Thus Cerenkov 
radiation from a moving electron above dielectric me- 
dium can be represented in terms of a set of transmission 
lines and sources, constituting a circuit whose cutoff 
frequencies establish the nature of the radiation [29]. 
The use of transmission line circuits and coupling ele- 
ments can also provide network models for electromag- 
netic-plasma sheath interaction problems [30], and even 
VLF ionospheric propagation can be analyzed by network- 
waveguide methods [31]. An interesting recent extension 
of network methods in electromagnetics uses a trans- 
mission line circuit representation with parametric ele- 
ments, and generalizes the Brillouin diagram of periodic 
time-invariant networks to describe propagation phe- 
nomena in time and space varying periodic media [32]. 
The general technique used in most of these studies is to 
establish a network model for the propagating system 
and then draw on the broad class of network results 
available to conveniently obtain answers relevant to the 
physical problem. 

There are, of course, many other network applications 
that are not especially concerned with conventional 
building blocks. One of these is gain-bandwidth theory, 
in which general results for optimal equalizers are deduced 
from an understanding of a given device, but without 
a priori knowledge of the detailed components of the 
equalizer. Thus the Bode-Fan0 [8], [33] gain-bandwidth 
theory has been extended to negative resistance circuits, 
and indeed a complete delineation of the gain-bandwidth 
properties of tunnel diode amplifiers has been obtained 
[34]. Some similar results have also been derived for para- 
metric varactor amplifiers in the high-gain case [35] and 
more recently with this restriction removed [36]. An 
interesting extension of gain-bandwidth ideas has been 
given for a maser amplifier by using negative inductance 
and capacitance in a network model for a ruby loaded 
cavity [37]. 

Another useful area for network exploitation is the 
theory of invariance. In 1954, Mason [38] gave an in- 
variant, directly related to insertion loss, for a non- 

reciprocal dissipative two-port network imbedded in an 
arbitrary lossless reciprocal structure. This idea has found 
several interesting applications. For example, it has been 
used to determine optimum performance of microwave 
ferrite devices [39], and has also been extended [40] to 
determine minimal loss properties of multiterminal semi- 
conductor Hall plate nonreciprocal circuits. 

A characteristic of most of the investigations so far 
described is the attempt to deduce network properties of 
an n port (either distributed or lumped) by resorting 
to general physical principles without regard to the de- 
tailed structure of the elements inside. Impedance con- 
cepts ‘are deduced from Poynting’s theorem and modal 
concepts [41], generalized statements of Foster’s reactance 
theorem from variational properties of energy integrals 
[41], positive reality from linearity and energy conserva- 
tion [20], properties of structures containing gyromagnetic 
media from appropriate statements of the Lorentz re- 
ciprocity law and @sager’s principle of irreversibility [42] 
and noise in linear amplifier circuits from the uncertainty 
principle and quantum mechanical considerations [43]. 
On the other hand, an organized building block synthesis 
approach to distributed structures has only been successful 
for certain classes of transmission line structures by ap- 
plications of Richards’ transformation [44], and the most 
recent trend in this direction is to include lump-loaded 
transmission line circuits by developing a network theory ’ 
involving functions of two complex-frequency varia- 
bles [45], 1461. 

The preceding discussion is only illustrative of the 
fecundity of network ideas, and their penetration into 
the most out-of-way reaches of science and technology. 
It is true that the “good ole days” of rational network 
function synthesis seem numbered, but it is clear that 
network theory is still a vigorous art. We may therefore 
expect our long and honorable tradition to be reflected 
in a trend towards hypermodernism, but a trend in which 
our classic preoccupation with the terminal or port 
performance of physical structures will remain as the 
dominant motivation. 
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