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Incorporation of Exact Boundary Conditions into a
Discontinuous Galerkin Finite Element Method for
Accurately Solving 2D Time-Dependent Maxwell Equations

Kostyantyn Sirenko, Meilin Liu, and Hakan Bagci

Abstract—A scheme that discretizes exact absorbing boundary con-
ditions (EACs) to incorporate them into a time-domain discontinuous
Galerkin finite element method (TD-DG-FEM) is described. The proposed
TD-DG-FEM with EACs is used for accurately characterizing transient
electromagnetic wave interactions on two-dimensional waveguides. Nu-
merical results demonstrate the proposed method’s superiority over the
TD-DG-FEM that employs approximate boundary conditions and per-
fectly matched layers. Additionally, it is shown that the proposed method
can produce the solution with ten-eleven digit accuracy when high-order
spatial basis functions are used to discretize the Maxwell equations as well
as the EACs.

Index Terms—Exact absorbing boundary conditions, numerical analysis,
time domain analysis, time domain discontinuous Galerkin finite element
method, waveguides.

I. INTRODUCTION

Time-domain discontinuous Galerkin finite element methods
(TD-DG-FEMs), which have recently gained popularity among com-
putational electromagnetics practitioners, are becoming an attractive
alternative to finite difference time domain (FDTD) methods in char-
acterization of transient electromagnetic wave interactions [1]-[7].
Unlike “traditional” FEM, DG-FEM utilizes numerical flux to realize
“information flow” between discretization elements; use of numerical
flux results in localized spatial operations. This equips DG-FEM with
several desired properties: (i) Mass matrix is block diagonal and can
be inverted with little cost. (ii) Higher-order spatial basis functions
and adaptive/hybrid meshing schemes are easily implemented. (iii)
Time integration/marching is explicit.

On the other hand, like all other differential equation based solution
techniques, DG-FEM requires an unbounded physical domain of
interest to be truncated into a bounded computation domain. The
most well known technique used for this purpose is to introduce a
perfectly matched layer (PML) around the computation domain [8],
[9]; DG-FEMs that utilize PML have already been developed [3],
[5]. Despite being error-controllable (up to certain degree), PMLs
give rise to non-negligible errors, which tend to accumulate during
long-duration simulations. Additionally, it has been recently shown
that low-order PML profiles work considerably better than high-order
ones when incorporated in DG-FEM [5]. This means that when
DG-FEM is used for characterizing wave interactions in unbounded
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domains truncated by PML, increasing the order of the spatial basis
functions will not result in a more accurate solution, i.e., the overall
accuracy of the simulation will be limited by the accuracy of the PML.
Use of mathematically exact absorbing boundary conditions (EACs)
could be greatly beneficial in such cases. There are several well-de-
veloped approaches to EACs, which have been extensively used with
traditional FEM and FDTD [6], [7], [10]-[13], but there are only
a few publications on DG-FEM with EACs, and these publications
do not provide details about the discretization of the EACs and the
incorporation of the discretized forms into the DG-FEM framework
(61, [71.

In this work, time-domain EAC, which has been previously
used in FDTD frameworks [10]-[13], is combined with high-order
TD-DG-FEM for solving Maxwell equations to characterize transient
wave interactions on two-dimensional (2D) waveguides. The EAC
under consideration is analytically derived from the radiation condi-
tions of the outgoing waves. It should be noted here that the EACs used
here are different than those in [6], [7]. The latter are obtained through
the application of an iterative procedure to the radiation conditions
and are only asymptotically exact. Additionally, their incorporation
into the TD-DG-FEM framework requires introduction of auxiliary
variables. Furthermore, this work explains in detail how the EACs
can be discretized using a high-order scheme that is fully consistent
with the discretization scheme employed by the TD-DG-FEM. This
approach ensures that the accuracy of the EAC discretization matches
that of the TD-DG-FEM for all orders of spatial basis functions.
Numerical results demonstrate the superiority of the proposed method
over the TD-DG-FEM that employs approximate boundary conditions
and PML. It is also shown that the TD-DG-FEM with EAC can
produce the solution with ten-eleven digit accuracy when high-order
spatial basis functions are used to discretize the Maxwell equations as
well as the EAC.

II. FORMULATION

A. Maxwell Equations and Their Discretization

Consider the 2D waveguide shown in Fig. 1. Here, 2 = 27, UT U
ITUL; UL; is the unbounded source-free physical domain, €2, is the
bounded computation domain, I={r € Q: 2z < L;} andII = {r €
Q: z > Ly} are the homogeneous external regions, and L; = {r €
Q:z=1L,},j € {1,2} are the virtual boundaries between 27, and
I and II, respectively. Here, r = (y, z), r € €, is the location vector
in 2D Cartesian coordinates. S*" represents surfaces of all perfect
electrically conducting (PEC) objects. It is assumed that all material
inhomogeneities are located within {27,. Transverse electric field (TE)
wave interactions in 2 are governed by the time-dependent Maxwell
equations:

e(r)0:Ey(r,t) =0y H.(r,t) — 0. Hy(r, 1)
w(r)oHy(r,t) = — 0. E,(r, 1)
u(r)oeH. (r,t) =0y Ex(r,t) N

where ;(r) and =(r) represent relative permeability and permittivity,
respectively. Note that field, time, and space quantities in (1) are unit-
free and normalized as t = cof/R, v = /R, E. = E./(HoZo),
and H, = ﬂU/Ho, v € {y, z}, where, quantities with “~” represent
physical fields, time, and space, R is reference length (m), Hy is unit
magnetic field strength (A/m), and ¢y = (;1050)71/2 (m/s) and Zy =
(po/ 50)1/ 2 (ohms) are the speed of light and wave impedance in free
space. To numerically solve (1), {27 is triangulated into N. number

of non-overlapping elements. On element k, E.(r,t) and H,(r,t),
v € {y, z} are expanded as

Eo(r,t) ~ ZAII Eu(ri, )0 (x)
=3 B i)

H,(r,t) ~ Z:l H,(ri, t)li(r)
= Zi\:l Hzlj’l(f)f/l(r) (2)

Here, ¢;(r) are the pth-order interpolating Lagrange polynomials,
N, =(p+1)(p+2)/2 and r; denote the number and the location of
interpolating nodes, respectively [1]. E¥ ;(¢) and HE (), v € {y, 2}
are the unknown field samples to be determined. Inserting (2) into (1),
testing the resulting equations with £;(r), and applying integration by
parts twice yields

" 0.E;(1) =D, HL(t) - DIH, (1) + (M")T'N"Fp, (1)

p"oHL(t) = — DYEE(t) + (MY) T 'N"F},, (1)

pf0HL(t) =DyEL(f) + (M) N Fiy. (1) 3)

fork =1,..., N.. Here, superscript “k” represents quantities associ-
ated with element %, ;¥ and =* are relative permeability and permit-
tivity, which are assumed constant over element k; E’j (t) and H’; (1),
v € {y,z} are N,, x 1 vectors of unknown field samples; D, v €
{y,z}, N* and M* are N, x N, differentiation, face, and mass ma-
trices, respectively. Non-zero elements of these vectors and matrices
are
[Ei0)] =ELm. [HI0)] =HE@)

[DI:];J' =0,L(r;), veE{y =z}

[M'“] = /m () (r)dr

L)

|:Nk':| _ /{mk () (r)dr, € {j ‘1, € E)Qk} “4)

iy

fori =1,...,N,and j = 1,..., N,. Here, Q" is the support of ele-
ment k and 092" is its boundary. In (3), i, (t), F, (t), and F, . (¢)
are vectors of jump discontinuities between element & and its neigh-

bors (numerical fluxes) [1]. Non-zero elements of these vectors are

[FE.0)]
=z (Z' (nAHj 'nyyi/AHf‘i/) - AEQ‘“)
[Fh, ()],
= =m0V (ne g AR o = ny o AHE = VIABE )
LRGN
= ny ¥ (a0 AR 0 =y o AR = Y'IAEE L) (5)
fori' € {i:1; €90"NoQ, i=1,....N,} and [ is the index of

any element neighboring element k. Here, Z = Z* + 2| Y = Y* 4
Y, Z° = 1/YY = (u/e)Y? 0 € {k, 01}, fy = (nyir,m.00) is
the outward-pointing unit normal on 9Q* atr,/, AEf’yi, = E’;L/ (t) —
EL]-,(t) and AHf’i, =H} (1) _Hi,j’ (t),v € {y,z},forj : vy =
r;s, where j' runs through the indices of element s nodes. It should be
noted here that index [ runs through indices of all neighbors of element
k and (5) is valid for all of these elements.

It should be noted here that the numerical flux could be used for in-
troducing excitation into the computation domain. Here, this is imple-
mented via commonly used total field/scattered field (TF/SF) approach
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Fig. 1. Geometry of the model waveguide problem.

[11, [3], [9]. Let Ei"“(r,t) and H"(r,t), v € {y, z}, and ST/
represent fields of an incident electromagnetic wave and the contour
enclosing the TF region, where all inhomogeneities are located, respec-
tively. To account for the difference in the fields on S TF/SE numer-
ical flux of the elements in contact with S**/5! are modified. This
achieved by setting AE:C,, = Ef,,(t) — Evlrh]-,(t) T F"°(r;/,t) and
AHE, = HY (1) = HL () F HI(ri,1), 0 € {y, 2}, for i’ €

iiri €00 NAN N STE/TS = 1,...,N,J} and j' < ;0 = i
in (5); here the sign “—" should be selected if element % is in TF region,
and “+4” if it is in SF region [1], [3].

Numerical flux could also be used for accounting for PEC ob-
jects. Boundary conditions on ST" (surfaces of all PEC objects)
are enforced by modifying the numerical flux of the elements in
contact with ST, This is achieved by setting in (5) Z! = ZF,
Y' = Y* AE;,, = 2E; ,(t)and AH},, = 0,v € {y,z}, for
/€ {iir; €0 N SYEC i=1,... N, }[1l.

Finally, a few observations in regarding (1)—(5) are in order: (i)
(1)—(5) are only derived for TE waves; extension to transverse mag-
netic (TM) waves is trivial. (ii) The time samples of E* (¢) and HE (1),
v € {y, z} are obtained by integrating the set of ordinary differential
equations in (3). In this work, the fourth-order Runge-Kutta scheme is
used for this purpose [1]; other time integration schemes could be used
[11, [3]-[5] without any modifications on the scheme described above.
(iii) Expressions of numerical flux in (5) are derived from the solution
of the Riemann problem using upwind numerical flux formulation [1].
It should be noted that use of other flux formulations, e.g., central flux,
would only affect (5) leaving the other equations untouched.

B. Time-Domain EACs and Their Discretization

The time-domain EACs are enforced on the virtual boundaries L1
and L to truncate the unbounded physical domain €2 into the bounded
computation domain €2, (Fig. 1); they are analytically derived from
the radiation conditions of the outgoing waves. The derivations of the
EACs enforced on Ly and Ly follow the same mathematical steps. In
what follows only the derivation of the EAC on L; is summarized for
brevity; details of the derivation can be found in [10]-[12].

In external homogeneous domain I, electromagnetic field compo-
nents satisfy the wave equation

AU (r,t) =0.U(x,t) + 92U(r,t), T€L t>0
U(r,0) = 0,U(x,t)],_, =0 (6)

where U(r,t) represents any of the field components FE,(r,t) or
H,(r.,t),v € {y,z}. To solve (6), U(r,t), is expanded in terms of

modes:
Ulr,t) = Zwﬂ

Here, the mode amplitudes u,, (z,t) and U(r, ) are related by

un(z,t)en(y), relL @)

Un(z,t) :/ Ur,te,(y)dy, n=1,2,...,
0

a is the width of I (Fig. 1) and e, (y) are the transverse eigenfunctions.
For TE field interactions, e, (y) = \/ﬁ sin(f,y) with eigenvalues
fo =nwfa,n = 1,2,.... un(2,t) are then governed by the initial-
value problem

z2< Ly, t>0
n=12,.... ®)

O un(z,8) =02un(2,t) — foun(z,t).
un(2,0) = Orun(z,t)|,_, =0,

Fourier transforming (8) turns it into an inhomogeneous Cauchy
problem that can be solved in the space of generalized functions. In-
verse Fourier transforming this solution provides the solution of (8) in
time domain. Enforcing this solution on the virtual boundary L, pro-
vides

i3
un (L1, t) = / Jo[fu(t — )] a,un(z,t’)‘Z:Ll dt’
0
t>0, n=12,...

Here, Jo(+) is the zeroth-order Bessel function. After a series of mathe-
matical manipulations, the solution of (6) atrr1 = (y, L1),0< y <a,
U(rri1,t),is reconstructed from wn ( L1, t) using (7). This provides the
time-domain EAC on L :

atU(rqu t) = 0. U(I‘, t)|r=rL1
(e t J n(t — t/
—_ -1 fnen(y)/ M
n= 0

t—t
X / U(rhy, ten (y)dy' dt’
0
0<y<at>0 ©)

wherer’; = (y', L1) and .J, (-) is the first-order Bessel function. Sim-
ilarly, the time-domain EAC on L can be derived:

U (rr2,t) = =8:U(r,t)|,—,,,
+ !
_— Ji[fut = t)]
- nzlfncn(y)/o —i—r
b

X / U(rha, ten(y')dy'dt’
0

0<y<bt>0 (10)
where b is the width of IT (Fig. 1), 1> = (y, L2) and v, = (y', L2).
Time-domain EACs in (9) and (10) establish relation between boundary
values of the electromagnetic field components and their normal deriva-
tives. Electromagnetic fields, which originate in €27, and arrive onto L
and L are neither deformed nor reflected back into €2, ; the fields acts
as if they are being absorbed by I and IT (by L and L»).

The time-domain EACs (9) in and (10) are discretized using a
scheme that is fully consistent with the discretization of the Maxwell
equations, which is carried out by the TD-DG-FEM. The scheme
follows the same steps for (9) and (10), hence only the discretization
of (9) is detailed step-by-step in what follows.

(i) The summation over n [the spatial harmonics in expansion (7)] is
truncated to a finite number of terms, N, . This finite number should be
chosen in such a way that the fastest spatial variation (highest spectral
content) of the fields passing through the virtual boundaries could be
captured by the highest harmonic included in the summation. Spectral
content of the fields depend on the properties of the excitation (fre-
quency, location and shape of the source, etc.) as well as the geometry
of the structure under analysis. For example, if the process under study
involves intensive mode coupling or the excitation signal is wideband,
then V3, should be set to rather big value, up to a few tens. On the other
hand, e.g., for a single-mode waveguide, N} could be set as small as
five. It should be noted here that choosing N, arbitrarily very large
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might introduce unexpected errors in the solution since the discretiza-
tion will not be able to resolve the spatial variation introduced by the
higher harmonics.

(i) Assume that discretization element m “touches” the virtual
boundary L;. The field component U(rz1,t) and the eigenfunctions

en(y),n =1,...,] Ny, are sampled at element m’s nodal points that
reside on Ly, i.e., atr/ i €{i:r; €L, i=1,...,Ny}. It should
be emphasized here that r;, ¢ = 1,...,NV,, are the interpolation

nodes of the Lagrange basis functions [see (2)] defined on element m.
These samples are stored in N, x 1 vectors U™ (¢) and e;', where
Ny =p+ listhesizeoftheseti: € {i:r; €Ly, i =1,...,N,},
i.e., the number of element m’s nodes that reside on Ly. Note that
index m runs through the indices of all elements that have nodes on
L.

(iii) The normal derivative operator “0.” is approximated from the
samples of field values on L; and in the vicinity of L; using Lagrange
interpolation. For this purpose the differentiation matrix of element
m, D7", is used. The matrix P™ D" is applied to vectors of field
samples E™ (t) and H(t), v € {y.z} to produce the samples of
.U (r,t) ||r:]le .Here, P™ isa N, x N, sparse matrix, which chooses
field samples at r;/, i € {i:r; € Ly,i =1,...,N,}; and the ele-
ments of E7(t) and HZ'(t), v € {y, z} are

e _ JUm @) ifr; €Ly andr; =r;
[Ez (t)]i B {[E;”(t)]z‘ = E;(t), otherwise

ym _ [U’"(f)]] 1f1'7 S L] and r, =r;
[H” (f)]i B {[H w())i = H(t), otherwise

fore = 1,...,] N,. It should be clear that in the above equations
U™(t) stores the exact boundary field samples for the corresponding
field component. Thus, the multiplication P"D"U™ (t) results in a
N. x 1 vector, which stores the samples of 0.U(r.t)|,_, . Obvi-
ously, U (t) represents any of E(t) or H (), v € {y.z}. Note
that the approximation P"D7U™ (t) has the same order of accuracy
as the spatial discretization scheme of the TD-DG-FEM.

(iv) The integration over y' is approximated as a summation of nu-
merical integrations each of which is computed using Gauss-Lobatto
rule [14] on each element “touching” L . On such an element indexed
with m’, Gauss-Lobatto rule uses the sampling nodes of Lagrange
basis functions on Ly, i€, vy, i € {i:r; €Ly, i=1,...,N,},
as quadrature points. The weights associated with r;, are stored in
an N, x N, diagonal matrix w™ . Note that Gauss-Lobatto rule has
the same order of accuracy as the spatial discretization scheme of the
TD-DG-DEM.

The above four steps yield the following semi-discrete equation:

8, U™(t) =P"DI"U™(t)
‘Mh . m ]1 fn f - f )]
- feel '/ A W

where m and m’ run through indices of all elements that have nodes on
L, . Similarly, discretization of the time-domain EAC in (10) produces

w™ Um temw "t (11)

a Unz(t) _ _P771D777,ﬂ777,(t)
Np nz / Jl fn (t - t ] Z :n m’
S5 e -

t—t
where now m and m’ run through indices of all elements that have
nodes on L.

As described in Section II-A, the (discontinuous) field values on the
nodes of the common edge of two neighboring discretization elements
are “connected” via the numerical flux, see (5) and [1], [2]. The same
argument holds true for the field values on the nodes shared by L; (or

(t")er dt' (12)

L) and a discretization element and these values can be “connected”

using numerical flux. This is achieved by setting AE",, = E",(t) —
[U™(t)];» and AH", = H", (z‘) U™ ()], v € {y, =}, forz €
{i:r;i €Ly, i=1,...,N, } J' ¢y = ry in (5). Here, m runs

through the indices of all elements that have nodes on L;. It should
be clear that in each equation U™ (t) stores the exact boundary field
samples for the corresponding field component.

Finally several observations regarding (9)—(12) are in order: (i) (3),
(11), and (12) form a coupled set of ordinary differential equations in
unknown samples E}* (¢), H;' (¢),v € {y, z},and U™ (¢). Time sam-
ples of these unknowns are obtained by integrating this coupled set of
ordinary differential equations in time via the fourth order Runge-Kutta
method [1]. (ii) The EACs (9) in and (10) are nonlocal (note the time in-
tegration/convolution over #') but this could be mitigated using analyt-
ical localization [10]-[12] without affecting the exactness of the EACs.
(iii) The time convolution in (9) and (10) can be computed by any
method, which provides the same level accuracy as the time integration
used in computing the time samples of EI* (¢), H}' (¢),v € {y, z},and
U™ (t). In this work, the Simpson’s rule, which has the same order of
accuracy as the fourth-order Runge-Kutta method is used for this pur-
pose. It should be noted here that the computation of this time con-
volution could be significantly accelerated using blocked FFT-based
techniques [10], [13], [15]-[17].

III. NUMERICAL RESULTS

In this section, the accuracy of the proposed TD-DG-FEM with EAC
is compared to that of the TD-DG-FEM with PML and an approximate
absorbing boundary condition (ABC) in computing transient fields on
2D waveguides. ABC considered here is the first-order Engquist-Majda
condition [9], which enforces

9 U(ra.t) = 0:-U(r,b)],_, |
OU(rr2,t) = — 3.U(r,t)|,_

r=rpro

. t>0.

The discretization of derivative operators 0; and 0. is done following
scheme described in Section II-A.

In all the examples, the normalization unit magnetic field Ho =
1 A/m and the reference length R = 1 m. The time signature of
the excitation is a modulated Gaussian pulse represented with G(¢)
e (t=t0)? /40 cos[r(t — to)], where o, v, and x are the pulse’s delay,
width and modulation frequency, respectively. The values of these pa-
rameters are set to to = 3, a = 0.36, and k = 15. For simulations
with TD-DG-FEM with PML, the PML parameter, o(z), raises cubi-
cally within the PML domain from zero up to 20 and is zero in the com-
putation domain, see [3], [5]. To quantify the accuracy of the methods
compared, the global absolute L? error,

; 1 Ne . :
e ST — § sim _ EFPEC 2
err (f) = \/JVC k1 ,/QA- |Er (I‘f) Ex (I‘f)| dr

(13)
is computed in all numerical experiments. Here, E3™(r,t),
sim {EAC, ABC, PML} represents the electric field solu-
tion obtained using TD-DG-FEM with EAC, ABC, and PML. The
reference electric field solution, Efﬁo(r,f), is obtained using the
same TD-DG-FEM on a computation domain with PEC walls, which
is large enough so that within the duration of the simulation no
reflection comes back into the computation domain, where err¥™ (t)
is computed. This approach allows for quantification of the error
only caused by the method (EAC, ABC, or PML) used to truncate
the physical domain. The TD-DG-FEM that is used for computing
EYC(r, ) is conveniently named as “TD-DG-FEM with PEC” in the
remainder of the section.
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Fig. 2. (a) Computation domain with EAC and ABC truncation. (b) Compu-
tation domain with PML truncation. (c) Computation domain for reference
solution.

TABLE I
TIME STEP SIZE FOR DIFFERENT POLYNOMIAL ORDERS

At

0.00756
0.00509
0.00359
0.00265
0.00203
0.00159
0.00129
0.00106
0.00089

J=SN-JCECIEN [C VRN VO Y [

A. Open-Ended Waveguide

The first structure considered is a 2D waveguide open at both
ends (Fig. 2). The sizes of computation domains for simulations
with TD-DG-FEM using EAC and ABC, PML, and PEC are
[0,1] x [—6.5,0],[0,1] X [-6.5 — ¢, c], and [0, 1] x [—18, 6], respec-
tively. The thickness of PML, ¢, is set to two different values: 1 and
2. The virtual boundaries Ly and L are located at = = Ly = —6.5
and z = Lo = 0, respectively. The average triangular mesh size is
around 0.05 for all simulations; this results in V. = 5200 elements for
the computation domains of TD-DG-FEM with EAC and ABC. The
excitation is implemented via TF/SF approach; the TF/SF boundary
is placed atr. = (y,—6),0 < y < 1, (Fig. 2) and the excitation
fields are E°(r.,t) = H;"“(rﬁ,f) = (G(t)sin(wy). Note that
these fields excite only the first waveguide mode propagating in +z
direction. Since higher-order modes are not excited, the number of
EAC harmonics is set to a rather low value, N, = 7. The order of
interpolating polynomials, p, is changed from 2 to 10; for a given p, all
four simulations with TD-DG-FEM using EAC, ABC, PML, and PEC
use the same At (Table I). The duration of all simulations is 7" = 14.

EY¥C(r,t) and ES™(r,t) and err*™(T), sim =
{EAC, ABC, PML}, are computed for every p = {2,...,10}.
Fig. 3 plots err*™(T), sim = {EAC, ABC, PML}, vs. p. Note
that at 7' = 14 the only fields present in the computation domain are
the fields reflected from L; and L» or the PML; hence e,rrSim(T),
sim = {EAC, ABC, PML}, provide a very good measure for the
accuracy of EAC, ABC, and PML truncations. It is clearly seen from
Fig. 3 that the accuracy of ABC and PML stays almost constant and

R e L S

s—EAC,N, =7
10 "?H ——ABC
-4-PML,c=2.0
PML, c=1.0
2 3 4 5 6 7 8 9 10
Polynomial order, p

Fig. 3. errs™(T),sim = {EAC, ABC, PML} vs. p. T' = 14 is the dura-
tion of the simulation.

does not increase with p even though this constant value for thick
(¢ = 2) PML is quite high (around 10™?). This means that for higher
values of p the overall accuracy of the solution is bounded by the error
introduced due to the truncation of the physical domain by ABC and
PML. For smaller values of p, PML accuracy becomes unnecessarily
high since the overall accuracy of the solution is bounded by the error
of TD-DG-FEM discretization. On the other hand, the accuracy of
EAC increases with p and reaches around 10~"® for p = 10. This
is expected since the discretization of the EACs is fully consistent
with the discretization used by the TD-DG-FEM itself. (Accuracy of
TD-DG-FEM also increases with p.) It is clear from the behavior
of err™(T) that EAC truncation does not put a restriction on the
accuracy of the solution.

It should be noted here that, in this example, the fields arrive nor-
mally onto L; and L» and PML; normal incidence is the “best case
scenario” (highest accuracy) of PML and ABC truncation [3], [5], [9].
In the next Section IV, an example, where fields are not normally in-
cident on the truncation surfaces, is considered to further demonstrate
the effectiveness of the EAC and the proposed discretization scheme.

B. Waveguide Closed at One End

The structure considered in this section is a 2D waveguide, which is
short-circuited at one end (Fig. 4). The sizes of computation domains
for simulations with TD-DG-FEM using EAC and ABC, PML, and
PEC are [0,2] x [—2,0], [0, 2] x [-2, ¢], and [0, 2] x [—2, 11], respec-
tively. The virtual boundary Lo is located at = = Lo = 0. The thick-
ness of PML, ¢, is set to two different values: 1 and 2. The average
triangular mesh size is around 0.05 for all simulations; this results in
N. = 3200 elements for the computation domains of TD-DG-FEM
with EAC and ABC. The waveguide is excited by an electric-field soft
source placed at r. = (1, —1); its amplitude is E"(r.,t) = G(t).
Note that, unlike the previous example, higher order propagating modes
are excited. To demonstrate the influence of the number of harmonics,
N}, on the accuracy, EACs constructed using three different values of
Nn, N, = {13,15,20}, are considered. The order of interpolating
polynomials, p, is changed from 2 to 10; for a given p, all four sim-
ulations with TD-DG-FEM using EAC, ABC, PML, and PEC use the
same At (Table I). The duration of all simulations is 7" = 20. This du-
ration of simulation allows the fields to pass a few times even through
the thick (¢ = 2) PML layer.

EY¥C(r,t) and ES™(r,t) and err®™(t), sim =
{EAC, ABC, PML}, are computed for every p = {2,...,10}.
Fig. 5 plots err™™(T), sim = {EAC, ABC, PML}, vs. p. It is
clearly shown that the accuracy of ABC and PML stays constant and
does not increase with p. These constants for ABC, and thin and thick
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Fig. 4. (a) Computation domain with EAC and ABC truncation. (b) Computa-
tion domain with PML truncation.
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Fig. 5. errs™(T),sim = {EAC, ABC, PML} vs. p. T' = 20 is the dura-
tion of the simulation.
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Fig. 6. errs™(t), sim = {EAC, ABC, PML} vs. t. Polynomial order is
fixedasp = T.

PML are around 1072, and 102 and 107>, respectively. A decrease
in the accuracy compared to the previous example is expected since
the fields are not only normally incident on the PML. On the other
hand, the EAC accuracy exhibits the same dependence on p as in the
previous example, provided that the number of harmonics, NV, used
in discretized EAC is high enough. The EAC error is as small as
10710 for p = 10 and N}, = 20.

To demonstrate how the error of EAC, ABC, and PML changes during
the simulation, Fig. 6 plotserr*™(t),sim = {EAC, ABC, PML},vs.
t computed for p = 7. It is clearly seen that the EAC error stabilizes
over time while the PML errors continue to grow.

For this example, for all values of p, CPU times required by the
TD-DG-FEM using PML with ¢ = 1 and ¢ = 2 are approximately
1.8 and 2.6 longer that those required by the TD-DG-FEM using EAC
with V5, = 20, respectively. It should be noted here that decreasing N,
to 13 or 15 reduces the overall CPU time only slightly since the cost

of computations associated with EAC is already considerably smaller
than that of the computations associated with TD-DG-FEM. For this
example, the discretized temporal convolutions present in (11) and (12)
are accelerated using the blocked-FFT scheme described in [10], [13],
[15]-[17] without introducing any additional numerical errors.

IV. CONCLUSION

A scheme for rigorously discretizing the time-domain EACs and
coupling the resulting equations to 2D Maxwell equations, which
are discretized by the TD-DG-FEM is presented. Numerical results
demonstrate that the accuracy of the EAC discretization increases with
the order of the spatial basis functions used in TD-DG-FEM; and that
the method used in the truncation of the computation domain does no
longer limit the overall accuracy of the solution.

Extensions of the proposed scheme, which allow the use of vector
basis functions in the spatial discretization and discretization of three-
dimensional EACs enforced on spherical surfaces, are underway.
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