
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 21, NO. 10, OCTOBER 2011 1349

Special Issue on Video Analysis on
Resource-Limited Systems

Camera sensors, embedded in surveillance cameras, web-
cams, cameras in mobile devices, wearable cameras, and so on,
are becoming pervasive in our society. Moreover, it is believed
that even more cameras will be embedded everywhere as
smart sensors in the future, driven by the decreasing cost and
important applications in safety and security, smart environ-
ments, gaming and entertainment, and visual communication.
To automatically analyze the massively increasing visual data,
computer vision and video analysis techniques have received
much attention in the recent years.

In many real-world video analysis applications, the available
resources are limited. This could mean low-quality data (e.g.,
limited imaging resolution/sensor size/frame rate), such as
video footage from surveillance cameras and videos captured
by consumers via mobile or wearable cameras. Another di-
mension comes from limited amount of processing power, for
example, on mobile phones. The low-quality data could be
caused by the poor sensor performance, simple optics, motion
blur, or environmental factors such as illumination. Due to the
limitations on video storage and transmission, the captured
videos are often compressed, which may also result in low-
quality video data. The sensors in the nonvisible spectrum
(near infrared, far infrared, and so on) generate low-resolution
videos with much noise, too. On the other hand, the processing
power on the mobile or wearable devices is still limited for
traditional video analysis tasks. There is a huge demand for
video analysis and computer vision techniques on resource-
limited systems, which could enable many practical applica-
tions, for example, face identification for law enforcement,
abnormal behavior detection for security, place/sign recogni-
tion for mapping and localization, augmented reality on mobile
phones, to name a few. However, video analysis on resource-
limited systems is still an under-explored field. The existing
video analysis research mainly focuses on high-performance
systems, where high-quality video data or powerful computing
platforms are considered.

There are many challenges when addressing video analysis
on resource-limited systems. For example, how to effec-
tively extract representative visual features from low-quality
data? How to fuse multiple low-resolution frames for reliable
recognition? How to accelerate vision algorithms for use on
mobile platforms? How to mitigate degrading factors caused
by the low-quality data? We have to adapt the existing
techniques developed for high-performance systems or find
new approaches suitable for resource-limited systems. This
special issue seeks to present and highlight the recent de-
velopments in the area of video analysis on resource-limited
systems.

Date of current version October 5, 2011.
Digital Object Identifier 10.1109/TCSVT.2011.2165795

Our call for papers was enthusiastically greeted by the re-
search community, and we received over 60 submissions from
both academia and industry. These submissions cover a wide
range of topics related to video analysis on resource-limited
systems. The corresponding authors represent broad diversity
in geographic location, including North America, Europe, and
Asia. The quite large number of submissions posed a challenge
for reviewing. We sought assistance for reviewing these papers
from more than 200 reviewers. Each submission was reviewed
by at least three experts, to ensure high reviewing standards.
Based on the reviewers’ recommendations and after discussion
among the Guest Editors and Editor-in-Chief, 17 papers were
eventually accepted for the special issue. The papers included
can be categorized as follows.

I. Low-Quality Data Enhancement

The video data acquired by the widely used inexpensive
surveillance cameras is of low quality, i.e., with limited
resolution and frame rate. This makes it difficult to perform
high-level vision tasks, e.g., face image analysis. Super-
resolution (SR) is one of mechanisms that enhance the
imaging resolution, which obtains a high-resolution (HR)
image from one or more low-resolution (LR) images. In
the paper entitled “Extracting a Good Quality Frontal Face
Image from a Low-Resolution Video Sequence,” Nasrollahi
and Moeslund investigate face super-resolution for face
recognition in surveillance videos. They use a three-step
approach to produce a face-log containing similar frontal face
images. By combining reconstruction-based and learning-
based SR algorithms, they obtain the resolution improvement
with a factor of four. In another paper entitled “Fast Facial
Image Super-Resolution via Local Linear Transformations
for Resource-Limited Applications” by Huang and Wu, the
problem of reconstructing a HR face image from a single
LR face image is addressed. They utilize multiple local
linear transformations to approximate the nonlinear mapping
between LR and HR face images, represented with orthogonal
matrices derived by Procrustes analysis.

In practice the surveillance videos are compressed before
transmission. Standard compression on surveillance videos can
reduce the accuracy of followup video analysis (e.g., object
tracking). In their paper “Low-Complexity Tracking-Aware
H.264 Video Compression for Transportation Surveillance,”
Soyak et al. propose a tracking-aware video compression
algorithm by utilizing tracking accuracy as compression crite-
rion in lieu of mean squared error metrics. Their application-
specific compression can significantly reduce bitrate while
maintaining comparable tracking accuracy.

In many cases (e.g., hand-held cameras), video quality is
degraded due to unwanted camera movements, which blur
and introduce disturbing jerkiness in the recorded videos.
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The paper by Puglisi and Battiato, entitled “A Robust Image
Alignment Algorithm for Video Stabilization Purposes,”
presents a fast image alignment algorithm for video sta-
bilization, where a block based local motion estimator is
combined with voting based alignment. In another paper
entitled “System-on-Chip Solution of Video Stabilization for
CMOS Image Sensors in Hand-Held Devices,” Kim et al.
address video stabilization at the sensor level for handheld
devices. Considering most of CMOS sensors in handheld
devices utilize a rolling shutter to increase sensitivity, which
causes severe distortions, they model the CMOS sensor with
a section-wise CCD sensor array, and propose a CMOS
seven parameter model. To accelerate video stabilization, they
present cache based optimization techniques and the incre-
mental form of seven-parameter model to reduce resource
consumption.

II. Camera Sensing and Processing

Video capturing and processing is usually based on a
sequence of images. In the paper entitled “Advantages
of Selective Change Driven Vision for Resource-Limited
Systems,” Pardo et al. propose the selective change driven
(SCD) vision strategy, which delivers only the pixels that
have undergone the greatest change in illumination since the
last time they were readout. SCD vision processes a flow
of pixels, instead of the image flow, leading to far lower
bandwidth and resource requirements. They present a CMOS
sensor using this strategy, along with a resource-limited
system implementing object tracking.

A visual sensor network (VSN) consists of a large number
of camera nodes (integrating image sensor, embedded proces-
sor, and wireless transceiver) with tight resource limitations.
In the paper entitled “Resource-Aware Coverage and Task
Assignment in Visual Sensor Networks,” Dieber et al. focus
on finding optimal VSN configurations, which can select
cameras for sufficient monitoring, set their frame rate and
resolution to fulfill the quality of service requirements, and
assign processing tasks to the cameras. They formulate the
configuration problem and describe an efficient approxima-
tion based on an evolutionary algorithm. To increase energy
efficiency and prolong battery-life of battery-powered camera
node, in their paper “Adaptive Methodologies for Energy-
Efficient Object Detection and Tracking with Battery-Powered
Embedded Smart Cameras,” Casares and Velipasalar propose
self-adapting methodologies, which set the camera micropro-
cessor to the idle state even when there are tracked objects in
the scene. They also present a feedback method for efficient
object detection and tracking.

High performance and low-power very large scale integra-
tions are required to implement complex media processing ap-
plications on mobile devices, where heterogeneous multicore
processors are a promising solution. To remove data transfer
bottlenecks in such platforms, in the paper entitled “Memory
Allocation Exploiting Temporal Locality for Reducing Data-
Transfer Bottlenecks in Heterogeneous Multicore Processors,”
Waidyasooriya et al. propose a memory allocation method that
exploits the temporal and spatial locality of memory access
in media processing applications. Evaluation results show

their method reduces the total processing time significantly
compared to the previous works.

III. Video Analysis on Mobile Devices

With mobile devices (equipped with a camera) become more
prevalent, video analysis on mobile devices has become a hot
topic, with many interesting applications. Mobile platforms
normally have limited computational power and memory, and
the applications require fast response. Therefore, many efforts
have been devoted to accelerating existing video analysis al-
gorithms for mobile platforms. In the paper entitled “Adaptive
Sampling for Feature Detection, Tracking and Recognition on
Mobile Platforms” by Ebrahimi and Mayol-Cuevas, adaptive
sampling is used to speed up local feature detection and
recognition for object recognition on mobile platforms. Their
method is implemented on a chipset commonly found on
smartphones, and is shown to improve both the processing
time and memory footprint. The paper entitled “Integrated
Content and Context Analysis for Mobile Landmark Recogni-
tion” by Chen et al. introduce an effective method that inte-
grates content and context analysis for landmark recognition
on mobile devices. Based on spatial pyramid decomposition
and cell saliency estimation, they develop a new bags-of-words
for efficient content analysis.

Augmented reality (AR) on smartphones is an interesting
application. In their paper, “Video-Based In Situ Tagging on
Mobile Phones,” Lee et al. consider a mobile AR tagging
application, where a real-world scene is augmented by virtual
contents through a mobile phone camera. They adapt the per-
spective patch recognition technique for mobile phones, and
exploit the phone accelerometers to reduce user intervention.
The paper by Roters et al., entitled “Recognition of Traffic
Lights in Live Video Streams on Mobile Devices,” presents
a mobile computer vision system that helps visually impaired
pedestrians cross roads by detecting and recognizing traffic
lights. Taking into account the limited resource on mobile
devices, their system consists of four steps: localization,
classification, video analysis, and time-based verification. The
temporal analysis alleviates the inherent problems such as oc-
clusions and falsified colors. A prototype system implemented
on Nokia N95 is tested in real environment for detecting
German traffic lights.

Video telephony based on 3G-324M is becoming popular
due to prevalence of smartphones. Media synchronization is
an issue to be solved in order to achieve satisfactory video
communication quality. The paper entitled “Synchronization
Quality Enhancement in 3G-324M Video Telephony” by Jang
and Na analyzes existing solutions and proposes an enhanced
mobile media synchronization scheme. Their scheme consists
of dynamic multiplex code selection and a frame-to-frame
adaptive playout strategy. Implemented and evaluated in a real
3G mobile phone, the proposed scheme is shown to decrease
the audio-visual synchronization inconsistency by more than
10% compared to a conventional scheme.

IV. Other Resource-Limited Platforms

Visual surveillance from low-altitude airborne platforms
plays a role in urban planning and traffic monitoring. In the
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paper entitled “Vehicle Detection and Motion Analysis in Low-
Altitude Airborne Video Under Urban Environment,” Cao
et al. present a computationally efficient framework for mov-
ing vehicle detection and motion analysis in low-altitude
airborne videos. They introduce a boosting light and pyramid
sampling histogram of oriented gradients feature extraction
step, followed by a spatio-temporal appearance-related simi-
larity step that correlates detections across frames to estimate
the trajectories of the vehicles.

Wireless video capsule endoscopy is a state-of-the-art tech-
nology to acquire video of human intestine for medical di-
agnostics. The main challenge in video capsule endoscopic
systems is to reduce the area and power consumption while
maintaining acceptable video reconstruction. The paper by
Khan and Wahid, entitled “Low Power and Low Complexity
Compressor for Video Capsule Endoscopy,” presents a low-
complexity image compression algorithm, by exploiting the
properties of endoscopic images. The proposed compressor
eliminates the need of memory buffer and temporary storage.

Existing stereo vision algorithms have focused on the ac-
curacy, to minimize the error between the generated disparity
map and the ground truth. The practical issues including com-
putational complexity and resource consumption are neglected
in the literature. The paper entitled “Dense Disparity Real-
Time Stereo Vision Algorithm for Resource Limited Systems”
by Tippetts et al. investigates stereo vision algorithms that
trade off the accuracy for resource reduction. They introduce
an intensity profile shape matching algorithm capable of
producing dense disparity maps in real time on resource-
limited systems, which provides enough accuracy for some
practical applications.

We believe the papers selected for publication in this special
issue capture the state-of-the-art research in the area of video
analysis on resource-limited systems. We hope you will enjoy
this collection of papers and this special issue can spark and
stimulate further research and development in this area.
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