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Abstract 

As the growing demand for mobile communications constantly increases, the need for better coverage, improved capacity, 
and higher transmission quality rises. Thus, a more efficient use of the radio spectrum is required. Smart antenna systems are 
capable of efficiently utilizing the radio spectrum and, thus, hold a promise for an effective solution to the present wireless 
systems' problems, while also achieving reliable and robust high-speed high-data-rate transmission. Although numerous 
studies for smart antennas have already been conducted using rectilinear arrays, including mostly uniform linear arrays 
(ULAs) and uniform rectangular arrays (URAs), not as much effort has been devoted to other configurations. In this paper, the 
performance of smart antennas with uniform circular arrays (UCAs) is examined. A profound justification for this selection is 
the symmetry possessed by uniform circular arrays. This property provides uniform circular arrays with a major advantage: the 
ability to scan a beam azimuthally through 3600 with little change in either the beamwidth or the sidelobe level. With the use of 
uniform circular arrays, the two main issues related to smart antennas - estimation of the direction of arrival from incoming 
signals and beamforming - are both examined. 

Keywords: Antenna arrays; adaptive arrays; circular arrays; land mobile radio cellular systems; smart antennas; MUSIC; 
ESPRIT; direction of arrival estimation; array signal processing 

1 .  Introduction 

Smart antennas, or adaptive arrays, have gained great interest 
among researchers during recent years. Wireless operators are 

currently searching for new technologies that would be imple­
mented into the existing wireless communications infrastructures 
to provide broader bandwidth per user channel, better quality, and 
new value-added services [1]. Such research efforts will enable 
wireless carriers to maximize the spectral efficiency of their net­
works so as to meet the explosive growth of the wireless commu­
nications industry, and so as to take advantage of the huge market 
opportunity [2]. 
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Deployed at the base station of the existing wireless infra­
structure, smart antennas are capable of bringing outstanding 
capacity improvement (very important in urban and densely popu­
lated areas) to the freguency-resource-Jimited radio-communica­
tions system by an efficient frequency-reuse scheme [l]. This 
unique feature has been made feasible through the impressive 
advances in the field of digital signal processing, which enable 
smart antennas to dynamically tune out interference while focusing 
on the intended user [3, 4]. 

With the direction-finding ability of smart antennas, new 
value-added services, such as position location (PL) services for an 
emergency call, fraud detection, intelligent transportation systems, 
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law enforcement, accident reporting, etc., are also becoming reality 
[4-6]. Smart antennas are also deployed in ad hoc networks or 
wireless local-area networks (WLANs), for example, with mobile 
terminals (notebooks, PDAs, etc.) in a wireless network. The 
direction-finding ability supports the design of the packet-routing 
protocol, which decides the manner in which packets are relayed. 
The beamforming or interference-suppression ability makes it pos­
sible to increase the throughput at the network nodes, which is 
limited by interference from neighboring nodes [7, 8]. 

Until now, the investigation of smart antennas suitable for 
wireless communication systems has involved primarily rectilinear 
arrays: uniform linear arrays (ULAs) and uniform rectangular 
arrays (URAs). Different algorithms have been proposed for the 
estimation of the directions of arrival (DOAs) of signals arriving 
at the array, and several adaptive techniques have been examined 
for the shaping of the radiation pattern under different constraints 
imposed by the wireless environment. Furthermore, in the litera­
ture for adaptive antennas, so far little attention has been paid to 
circular array topologies, despite their ability to offer a number of 
advantages. An obvious advantage results from the symmetry of 
the uniform circular array structure. Due to the fact that a uniform 
circular array does not have edge elements, directional patterns 
synthesized with a uniform circular array can be electronically 
rotated in the plane of the array without significant change in the 
beam shape. 

A key component of smart antenna technology is adaptive 
beamforming, which simultaneously places an antenna radiation 
pattern beam maximum towards the intended user or signal of 
interest (SOl), and ideally places nulls toward directions of inter­
fering signals or signals not of interest (SNOIs). In this letter, we 
investigate adaptive beamforming with uniform circular arrays. In 
addition, we compare the beamforming performance of uniform 
circular and uniform rectangular arrays. 

In this paper, we investigate uniform circular arrays for 
smart-antenna purposes. Two key components of smart-antenna 
technology examined here are direction-aI-arrival (DOA) estima­
tion and adaptive beamforming. With the former, and the aid of a 
signal processor, it is feasible to determine the angles from which 
sources transmit signals towards an antenna array. With the latter, 
an antenna radiation pattern beam maximum can be simultaneously 
placed towards the intended user or Signal of interest (SOl), and, 
ideally nulls can be placed towards directions of interfering signals 
or signals not of interest (SNOIs). We consider two different 
approaches for DOA estimation, the MUSIC and the ESPRIT algo­
rithms. For beamforming with uniform circular arrays, we examine 
both the one-dimensional and two-dimensional cases. For the one­
dimensional case, beamforming is performed either along a conical 
cut for a fIxed elevation, or along an elevation for a fixed azimuth. 
Furthermore, for each beamforming example, the corresponding 
amplitude and phase excitations of each antenna element of the 
uniform circular array are provided. 

2. Narrowband Beamforming with a 
Uniform Linear Array 

Pattern-synthesis methods with uniform linear arrays have 
been extensively studied in the context of adaptive beamforming. 
Whereas the uniform linear array is the simplest array geometry 
that allows array-processing techniques to be easily applied, it pos­
sesses some drawbacks, which lead to the necessity of studying 
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other geometries, as well. Because uniform linear arrays utilize 
edge elements, all azimuths are not treated equally, and their field­
of-view is limited. 

To demonstrate this deficiency, and referring to Figure I, we 
assume that a uniform linear array is employed at the base station 
(BS) of a wireless communication system for narrowband beam­
forming applications. During reception, the weighted signals are 
summed together, producing an output signal that is expressed as 
[9, 10] 

N-J ( d ) y(t,B) = L wnx t-n-sinB , 
n=O c (1) 

where x (t) is the signal received at the fIrst element, d is the dis­

tance between adjacent elements, c is the free-space propagation 
speed (the speed of light), and B is the angle of arrival. In the fre­
quency domain, Equation (1) can be written as follows: 

or 

N-J -j2;rjiJ<!.sin(} 
r(j,e) = L wnX(J)e c , 

n=O 
(2) 

!!. r(J,e) _ �J -j2;rjiJ�sin(} 
H(j,e)- X() -L,;wne . (3) 

f n=O 
For narrowband beamforming,Jis constant and e is variable. For 
the beam to be directed towards the desired direction, e, the 
weighting coeffIcient, Wn, must be set equal to [10] 

j2;rfn�sin(}o 
wn =e C , n=O,I, .. . ,N-l. 

, 
, " 

\. 
, , " D'lrecflO n of lhe 

\. " , 
wave vec:1Dr k , , \. \. , 

(4) 

, " "-, , , \. , , " " " " " \. , Inc"dent planar 
\. " \. , '\ 'Ml wfron1s " " " " , '" "-"' , , " 

" \. 
, \. " '" , " " ... 

" " \. , '\ 
, \. \. " .. 

" " \. " " ... " \. 
" '\ .. " '\ .. X 

00 10 20 30 NO Elelllent pcsiflon 
eO e1 e2 e3 eN RelafM! phase 

Figure 1. The array response vector for a uniform linear array 
[11]. 
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In other words, for e '" eo, Equation (3) reduces to 

(5) 

which is the maximum attainable!>amplitude obtained by beam­
forming for complex weights of the same magnitude. 

Figure 2a shows the normalized IH (1,0)1 for a uniform lin­

ear array with N = 8 ,  d = e/2! = A/2, and eo = 600• As can be 
seen, a symmetrical pattern appears about the antenna axis 
(e = ±900), since sin (900 � e) '" sin (900 + e) and 

sin ( �90° � e) = sin ( �90° + e). This produces one more undesired 
main beam towards $0 = 1200• This is a major drawback in smart­
antenna applications since it causes front-back ambiguity. The use 
of directive elements can eliminate the additional undesired main 
beam. Typically, the azimuthal field ofa uniform linear array must 
be restricted to a half plane (e::; 1800). However, in practice the 
field of view of a uniform linear array is restricted to 1200• To jus­
tify this bound, we consider another example of a uniform linear 
array with N = 10, d = A!2 , and eo = 45° . As shown in the result­
ing beam pattern of Figure 2b, there is a loss of spatial resolution 
near the end-fire directions since the sharpness of the beams 
reduces considerably for leal> 60°. (Spatial resolution influences 
the performance ofan antenna array. For instance, lower resolution 
leads to lower directivity of the main beam in beamforming appli­
cations, and a reduced ability to separate between two closely 
spaced signals in direction-of-arrival estimation [12J.) For this 
reason, the angular range of operation for a uniform linear array is 
restricted to leol::; 60° and, therefore, the total angle of coverage is 
not more than 120°. Moreover, with uniform linear arrays, the 
beams formed as the array is steered away from boresight broaden 
significantly [13]. 

A short-term solution to providing full azimuthal coverage is 
to use several uniform linear arrays, arranged in a triangular or 
rectangular shape, as shown in Figure 3, or to rotate the uniform 

linear array a few times in order to cover the full azimuthal spread 
[141. However, the drawback of the former solution is the require­
ment of using several uniform linear arrays, and hence increasing 
the cost, as well the collection and processing of additional data. 

In general, uniform linear arrays do not provide an appropri­
ate solution to scenarios wherein 3600 fields of view are required. 
In terms of radio propagation, especially in a multipath-rich envi­
ronment, the signals arrive at the mobile terminal potentially from 
any azimuthal angle. In these scenarios - which are common in 
surveillance, cellular phones, etc. - the natural choice is a uniform 
circular array (DCA) [14]. Beyond entire azimuthal coverage, 
uniform circular arrays can provide a certain degree of source­
elevation information (depending on the array's element beam 
pattern). Note that a uniform rectangular array with non-omnidi­
rectional elements is not able to provide full azimuthal coverage, 
due to the directional beam pattern of its elements. 

Considering mutual coupling, one should expect that circular 
arrays would suffer more severe effects, since significant coupling 
can occur between elements located diametrically opposite of each 
other, in addition to the strong coupling between adjacent ele­
ments. However, the basic symmetry of circular arrays has been 
shown to offer a great ability to compensate for the effects of 
mutual coupling, by breaking down the array excitation into a 
series of symmetrical spatial components [14]. Also, this unique 
feature can deflect directional beams, which remain constant in 
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Figure 2a. The directional pattern of the simple narrowband 
beamformer applied to an eight-element uniform linear array 
with d = A/2 and eo = 60° . 
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Figure 2b. The directional pattern of the simple narrowband 
beamformer applied to a lO-element uniform linear array with 
d = A/2 and eo = 45° . 

(b) 

Figure 3. (a) A triangular and (b) a rectangular arrangement 
of the uniform linear arrays, each covering fields of view of 
120° and 900, respectively. 
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shape over broad bandwidths. These attractive features, along with 
new and more convenient methods of array phasing, give powerful 
advantages to circular arrays for those applications where mutual 
coupling can limit the performance of the antenna. 

Nevertheless, the advantages of uniform circular arrays come 
at a cost. Many useful array-processing techniques that are derived 
for uniform linear arrays do not extend directly to uniform circular 
arrays, due to the mathematical structure of their steering vector 
not possessing the convenient Vandermonde form. (A 
Vandermonde vector with order n can be written in the fonn 

[I,xl ,x2 , ... ,x,,-l r [15]). In particular, such techniques are 

• Dolph-Tschebyscheffbeam pattern design [16], and 

• spatial smoothing for DOA estimation [17-19]. 

Other problems uniform circular arrays are challenged to 
solve include the combating of muitipath (introducing highly cor­
related signal paths) and multiple access interference (MAl) 
mobile environments. As a result, computationally intensive array­
processing techniques that are suited for two-dimensional geome­
tries must be employed, such as maximum likelihood (ML) meth­
ods [20], to deal with such environments. 

Circular arrays have been used for many years in the HF 
band for both communications and direction finding. These sys­
tems employed beam co-phased excitation with time-delay com­
pensation to achieve broad-bandwidth operation [21]. The ele­
ments were usually monopoles, or a combination of driven and 
parasitic elements. 

3. Circular Array Geometry 

Referring to Figure 4, let us assume that a uniform circular 
array with radius a and consisting of N unifonnly distributed 
antenna elements, assumed to be identical and omnidirectional, is 
located on the x-y plane and is illuminated by an"impinging planar 
wavefront. A spherical coordinate system is used to represent the 
arrival directions from incoming plane waves. The origin of the 
coordinate system is located at the center of the array. Source ele­
vation angles, 0 E [O,n/2], are measured from the z axis, and azi-
muth angles, ¢ E [0. 2;rr], are measured counterclockwise from the 
x axis on the x-y plane. 

The angular position of the nth element of the array is given 
by [10] 

(6) 

The narrowband planar wave with wavelength A. (and correspond­
ing wavenumber k := 2;rr /.:i) arrives at the antenna from elevation 

angle 0 and azimuthal angle ¢. The unit vector ar from the ori­
gin is represented in Cartesian coordinates by 

ar = ax sin Ocos¢ + ay sin Osin¢ + az cos 0 . (7) 
The unit vector ap" from the origin to the nth element of the array 

is written as 

(8) 
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The vector AT" represents the differential distance by which the 
planar wavefront reaches the nth element of the array relative to 
the origin, and it is given by [!OJ 

(9) 

Since the wavefront is incoming and not radiating outwards, 1//" 
can be expressed as 

= -(ax sinOcos¢ +ay sinOsin¢ + az cosO) 
.( ax COS¢1l + ay sin¢,, ) 

:= - (sinOcos¢cos¢n + sinOsin¢sin¢,, ) 

:= -sin8 ( cos¢cos¢" + sin Osin ¢,, ) 

= -sinOcos(¢ - ¢In), n:= 1,2, ... ,N, 

(10) 

and, therefore, Equation (9) reduces to [10] 

AT" :=-arasinOcos(¢-¢n ) , n=1,2, ... ,N. (II) 

Furthermore, assuming that the wavefront passes through the ori­
gin at time t := 0, it impinges on the nth element of the array at the 
relative time of 

T" =-�sinOcos{¢-¢n), n=I,2, .. . ,N, 
c 

(12) 

where c is the speed of light in free space. Positive time delay indi­
cates that the wavefront impinges on the nth element after it passes 
through the origin, whereas negative time delay indicates that the 
wavefront impinges on the nth element before it arrives at the ori­
gin. Moreover, based on Equation (10), the element-space circular­
array steering vector is given by 

z 

Nm 

pn 
x 

th 

2 

ph 

I', I , 
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I 

Figure 4. The geometry of a circular array with radius a and N 
equally spaced elements, along with an impinging planar wave­
front. 
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· T (9) - ( do) _ [�cos(QS-¢d �cos(¢-fl) �cos(�-�NlJ 
a -aq,'I' - e  ,e , ... ,e , 

(13) 

where the elevation dependence is through the parameter 

q = ka sin 8, and the vector 9 = (q, ¢) is used to represent source 

arrival directions. 

The dominant method in analyzing circular arrays is through 
the so-called phase-mode excitation}, which is essentially the 
decomposition of the array excitation function into different 
Fourier harmonics by using Fourier analysis. It stems from the fact 
that the beam pattern of the unifonn circular array is periodic in 
azimuth [21]. 

4. Direction-of-Arrival Estimation with 
Uniform Circular Arrays 

In this section, we consider the computation of the directions 
of arrival (DOAs) of signals transmitted towards uniform circular 
arrays by several sources. So far, several algorithms have been 
proposed in the literature for the two-dimensional angle estimation 
(azimuth and elevation) of multiple plane waves incident on a 
unifonn circular array. 

4.1 Real 8eam-Space MUSIC 
for Circular Arrays 

As with other array geometries, a major category in the con­
text of DOA estimation with uniform circular arrays relies on the 
MUltiple SIgnal Classification (MUSIC) algorithm, which utilizes 
the fact that signal vectors are orthogonal to the noise subspace. 
MUSIC offers numerous advantages over element-space operation, 
including reduced computation, since subspace estimates are 
obtained via real-valued eigen decompositions, and enhanced per­
fonnance in correlated-source scenarios, due to the attendant for­
ward-backward averaging effect [22]. An interesting version of the 

MUSIC algorithm is the Real Beam-space MUSIC algorithm for 
uniform circular arrays (UCA-RB-MUSIC). The complete devel­
opment of the algorithm can be found in [22]. 

4.1.1 Simulation Results of Direction 
Finding with the 

UCA-RB-MUSIC Algorithm 

In order to test the UCA-RB-MUSIC algorithm, we consid­
ered two examples with different array geometries and different 
numbers of sources, as shown in Table 1. The corresponding 
UCA-RB-MUSIC power spectrum for these two cases is displayed 
in Figures 5a and 5b, respectively. The performance of the UCA­
RB-MUSIC was indeed excellent, since very sharp peaks appeared 
in the directions of arriving signals. 

4.1.2 Comparison of Classical MUSIC with 
the UCA-RB-MUSIC Algorithm 

The classical MUSIC algorithm is a very popular high­
resolution algorithm, applicable to arrays of arbitrary but known 
configuration and response [23, 24]. An interesting investigation is 
to compare the classical MUSIC algorithm with the UCA-RB­
MUSIC algorithm, developed exclusively for uniform circular 
arrays. To compare these two algorithms, we considered the sig­
nals and geometries of Table 2, where the impinging signals were 
assumed to arrive from an elevation identical to the plane of the 
array (8 = tt/2). 

The corresponding power spectra for these two cases are 
shown in Figures 6a and 6b, respectively. For the first case, both of 
the algorithms had great performance, with that of the UCA-RB­
MUSIC algorithm being slightly better (sharper peaks). This is 
justified by the fact that while the classical MUSIC algorithm is 
applicable to every possible array geometry, the UCA-RB-MUSIC 
was explicitly developed for uniform circular arrays, and fully 
exploits the array structure. However, for the second case, we 
observed that while the performance of the classical MUSIC was 

Table 1a. The geometries used to test the UCA-RB-MUSIC algorithm. 
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Case 1 Case 2 

Number of elements N=8 N=lO 

Radius of the UCA a =0.6A. (dc =0.4127-1) a = 0.75.1 (de = 0.4712.1) 

Number of impinging sources K=3 
SNR per equal-power source 10 dB 
Number of collected samples 3000 

Table lb. The directions of arrival of the signals 
used to test the UCA-RB-MUSIC algorithm. 

Case 1 Case 2 

01 = 300,� = 1200 81 = 30c,� = 3000 

O2 = 45°,¢2 = 210° ()2 = 45°,¢2 = 150° 

83 = 60°,¢J = 3000 03 = 60°,¢J = 2400 

84 = 75°,'P4 = 60° 

K=4 
lOdB 
4000 
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Figure Sa. The UCA-RB-MUSIC spectrum for Case 1 of 
Table 1. 
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Figure 5b. The UCA-RB-MUSIC spectrum for Case 2 of 
Table 1. 

Figure 10. A contour polar radiation pattern using the geome­
try of Table 5 (relative power in dB down). 
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Table 2a. The geometries used to compare the classical MUSIC and 
the UCA-RB-MUSIC algorithms. 

Case 1 ease 2 

Number of elements N-8 N=7 
Radius of the UCA a=0.6A (dc=0.4127A) a = 0.52..1 (de = 0.4668..1) 

Number of impinging sources 
SNR oer eaual-power source 
Number of collected samples 

Table 2b. The directions of arrival of the signals 
used to compare the classical MUSIC and 

the UCA-RB-MUSIC algorithms. 

Case 1 Case 2 

81 = 90°,¥\ = 120° 81 = 90°,¥\ = 60° 

(}2 = 90°,� = 2100 (}2 = 90°,� = 1500 

83 = 90°, <DJ = 300° 83 = 90°,<DJ = 225° 

84 = 90o,¢4 = 3300 

60.-�--�--��--�--,-------------------� 

501 .... · ·  .. ··"· .. , " . ...... " .......... ; .......... ��--�--�--��--� 

CQ 40 1-.. · .. · .. + .. · ....... ; ..... ; ··· .. 11· .. · ..... ; ...... ...... ; ......... I .... · .... ·; .� '-' 

60 90 120 150 180 210 240 270 900 990 360 
¢ (degt'ees) 

60r--,--�--,--,-,-c--,--------------------, 

50 

S ! � 40 .... .... 't' ........ 
a 
2 30 

't 
Q,l 

.. 1 

ft 20 .. .... .. ·f· .. · .. · .. j 

o 

_10 L-�--��--����--��--��---L� o 30 60 90 120 150 180 210 ·240 270 300 930 360 
¢ (degrees) 

Figure 6. A comparison of the classical MUSIC and UCA-RB­
MUSIC algorithms: (a, top) Case 1 of Table 2 and (b, bottom) 
Case 2 of Table 2. 
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K-3 K-4 
10 dB lOdB 
3000 4000 

still great, that of UCA-RB-MUSIC was very poor. Its peaks were 
not sharp and were misplaced. This is justified by the fact that the 
number of antenna elements was less than double the number of 
sources, which violated the requirements and assumptions for the 
development of the algorithm [22]. This is a significant disadvan­
tage of the UCA-RB-MUSIC algorithm, since it can identify the 
directions of not more than N /2 sources with an N-element uni­

form circular array with excellent performance, compared to the 
classical MUSIC algorithm, which can resolve the directions of 
arrival from up to N sources with very adequate performance. 

4.2 The UCA-ESPRIT Algorithm 

Although powerful, the UCA-RB-MUSIC as well as the 
classical MUSIC algorithms do require a two-dimensional spectral 
search to obtain direction-of-arrival estimates, with significant 
computational complexity. However, the unitary UCA-ESPRIT 
algorithm, proposed by Zoltowski et al. [22], has proven to be a 
very powerful algorithm, as well. The UCA-ESPRIT algorithm is 
fundamentally different from the classical ESPRIT algorithm in 
the sense that the uniform circular array does not need to possess 
the displacement invariances required by conventional ESPRIT­
based algorithms [25]. Rather, its development hinges on a recur­
sive relationship among the Bessel functions [22]. The similarity to 
ESPRIT is that the eigenvalues of a matrix (which is derived from 
the least-square solution to an overdetermined system of equa­
tions) directly yield the direction-of-arrival estimates. UCA­
ESPRIT is a novel algorithm, and the only one that provides 
closed-form automatically-paired source azimuth and elevation 
estimates. Applying ESPRIT in conjunction with uniform circular 

arrays, the eigenvalues of a matrix have the form Jii = sin 8iej�i , 

where (}j and tPj are the elevation and azimuthal angles of the ith 

impinging source, respectively. With UCA-ESPRlT, computation­
ally intensive spectral-search procedures (as with MUSIC [26, 
27]), iterative solutions, and multi-dimensional optimization prob­
lems [28] are avoided. Apparently, UCA-ESPIRT is considered 
superior to existing two-dimensional angle'estimation algorithms 
with respect to the computational requirements. Since 
sin e = sin (1800 -8) , a profound ambiguity arises for the correct 

detection of the elevation angle. This can be easily solved by 
restricting the visible region to the half space (0 � 8 � 7r /2), typi­

cal to a wireless communication system. The complete analysis of 
the algorithm can also be found in [22]. 

4.2.1 Simulation Results of Direction 
Finding with the UCA-ESPRIT Algorithm 

Using the UCA-ESPRIT algorithm, simulation results gave 
very accurate results in simultaneously finding both the elevation 
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and azimuth directions of arrival for different sources transmitting 
signals towards the array. A very impressive feature of the algo­
rithm, which reveals its robustness, was its great performance in 
environments where the noise power was dominant over that of the 
signals. For example, keeping all the parameters of the simulations 
the same (array configuration, power and angle of the uncorrelated 
sources, and number of samples), and altering only the variance of 
the AWGN (additive white Gaussian noise) present, we observed 
relatively insignificant deviation from the exact directions of arri­
val for high-noise variances. Extensive experiments verified our 
argument. In Table 3, the same scenario for different SNR values 
was repeated for an adequate number of Monte Carlo simulations 
each time, and the elevation and azimuthal angle from each source 
was estimated as the mean of the outcome from all tests. We 
observed very exact direction-of-arrival estimations, even for noise 
powers 10 times higher than that of each signal. Finally, for the 
extraordinary scenario of SNR = �20 dB, the difference between 
the estimated and the exact directions of arrival came out to be 
only a few degrees, however with significant standard deviation. 

5. Adaptive Beamforming with 
Uniform Circular Arrays 

There are several algorithms applicable to circular arrays that 
perform adaptive-beamforming techniques, some of them already 
reviewed [29]. One ofthe simplest algorithms, and one of the most 
commonly used to adapt the amplitude and phase excitation of the 
antenna elements, is the least mean squares (LMS) algorithm [30, 
31]. During the adaptive process, an injected pilot signal simulates 
a received signal from a desired look direction [32]. This allows 
the array to be trained, so that its directional pattern has a main 
lobe in the previously specified look direction. At the same time, 
the signal-processing unit can reject any incident interference with 
an angle of propagation different from that of the desired signal. 
Through minimizing the mean square error between an a priori 
known training sequence and the signal received at the receiver, 
the complex excitation weights are updated at each iteration until 
stability is achieved. The entire process leads to a maximum of the 
antenna-directivity pattern towards the direction of the desired sig­
nal, and appropriate nulls are formed at the angles of interference. 
The least mean squares is a low-complexity algorithm and, thus, 
can be easily used in real-time applications. Other adaptive algo­
rithms that may be applied affectively are the recursive least 
square (RLS) [9, 33], the conjugate gradient (GC) [34], the con­
stant modulus (CM) [35], and the decision-directed (DD) [36] 
algorithms. 

To examine the applicability of adaptive algorithms with uni­
form circular arrays, we first considered the case where only a sig­
nal of interest was present. With this scenario, we compared the 
classical and adaptive beamforming methods. The antenna pattern 
formed using the weight vector wb = a (80 ) , where a (8) is given 

Table 3a. The geometry used to evaluate the performance of the 
UCA-ESPIRT algorithm. 

Number of elements N=12 
Radius of the UCA a=0.8A- (dc=0.4189A-) 

Number of impinging sources K=3 
Number of collected samples 3000 
Number of Monte Carlo simulations 100 
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Table 3b. The directions of arrival of the signals 
used to evaluate the performance of the UCA-ESPIRT algorithm. 

Exact 

81 = 15° tA = 150° 

82 = 30° ¢'2 = 210° 

83 = 45° th = 
330° 

SNR per equal-power source: +10 dB 
81 = 15.0010°, std. = 0.0276° ¢;., = 150.0066°, std, :=0.1387° 

82 = 30.0159°, std. =' 0.0390° h. = 209.996T, std. "" 0.0528° 

03 = 45.2591°, std. = 0.0558° ¢S = 329,9947°, std. = 0.0465° 

SNR per equal-power source: 0 dB 
� = 15.0123°, std. '" 0.0826° ¢'l = 149.9263°, std.:= 0.4770" 

0z = 30.0112°, std. =' 0.1277° h. = 210.0069°, std. '" 0.1724° 

83 = 45.3177°, std. '" 0.1614° th = 329.9940°, std. "" 0 . 1623° 

SNR per equal-power source: �lO dB 
� = 14.9395°, std. = 0.3275° ¢'l = 149.8370", std. "" 1.9409° 

82 = 30.0713°, std. '" 0.5320" � = 210.1875°, std.:= 0.8380" 

83 = 45.2124°, std. '" 0.7346° ¢S = 330.0246°, std.:= 0,7250° 

SNR per equal-power source: -20 dB 
8l = 15.231 1°, std. = 4.4905" ¢;., = 143.1731 ", std. = 28.8028" 

8z = 27.4981°, std. = 5.2720° h. = 209.1216", std. = 12.11410 

83 = 42.7270°, std. = 6.3526° th = 329.2504°, std. = 11.0682° 

by Equation (13), has its maximum gain towards the desired direc­
tion 80, r/Jo, compared to any other weight vector of the same 

magnitude, and it is referred to as classical beam/arming [10]. 
Mathematically, this can be justified by the Cauchy-Schwartz ine­
quality 

(14) 

for all vectors w, with equality holding if and only if w is propor­

tional to a (Oo ) [37]. Alternatively, this weight vector can be 

found by appropriately employing an adaptive algorithm, assuming 
that a single source is exciting the array. 

For this comparison, we considered a uniform circular array 
with de "" }"/2 and N = 8 isotropically radiating elements 

(a = 4},./2tr ). To obtain the appropriate weight vector adaptively, 

we assumed an SNR of 10 dB, and employed the least-mean­
squares algorithm with step size ,u = 0.001. Figure 7a shows the 

resulting beam pattern with respect to ¢ for 8 = 90° (eo = 90° I 

¢o = 90°), and Figure 7b shows the resulting beam pattern with 

respect to 8 for ¢ = 0° (80 = 45° , ¢o = 0°). We observed that the 

beam patterns with respect to both ¢ and 8 are almost identical 

with the classical and adaptive beamforming technique. This 
revealed that for the case of a signal of interest only, the adaptive 
beamforming technique and the classical technique are approxi­
mately the same. Figures 7c and 7d show the amplitude and phase 
excitations, respectively, for both classical and adaptive beam­
forming that resulted in the beam pattern of Figure 7a, whereas 
Figures 7e and 7f show the amplitude and phase excitations, 
respectively, for both the classical and adaptive beamforming that 

199 



- Classical beamforming - - - Adaptive beamforming 
900 

o 

270 

Figure 7a. A comparison of the classical and adaptive beam� 
forming method with a single signal of interest: the beam pat� 
tern with respect to ¢ for e = 900 (00 = 900 , ¢o = 900). 
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Figure 7c. A comparison of the classical and adaptive beam­
forming method with a single signal of interest: The amplitude 
excitation for each element of the circular array for classical 
and adaptive beamforming along azimuth (Figure 7a). 
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Figure 7b. A comparison of the classical and adaptive beam� 
forming method with a single signal of interest: the beam pat� 
tern with respect to 0 for ¢ = 00 (00 = 450, ¢o = 00). 
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Figure 7d. A comparison of the classical and adaptive beam� 
forming method with a single signal of interest: The phase 
excitation for each element of the circular array for classical 
and adaptive beamforming along azimuth (Figure 7a). 
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Figure 7e. A comparison of the classical and adaptive beam­
forming method with a single signal of interest: The amplitude 
excitation for each element of the circular array for classical 
and adaptive beamforming along elevation (Figure 7b). 
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Figure 7f. A comparison of the classical and adaptive beam­
forming method with a single signal of interest: The phase 
excitation for each element of the circular array for classical 
and adaptive beamforming along elevation (Figure 7b). 

Table 4a. The geometries used to study one-dimensional adaptive 
beamforming with uniform circular arrays employing 

the least-mean-squares algorithm. 

Number of elements N '= 8 isotropic 

Radius of the UCA a -= 2tr/). (de '= 0_5). } 
Number of impinging sources K:=4 
SNR per equal-power source 10 dB 
Number of collected samples 1500 
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Table 4b. The directions of arrival of the signals used to study 
oue-dimensional adaptive beamforming with uniform circular 

arrays employing the least-mean-squares algorithm. 

Casel Case 2 
Signal of interest Bl = 60°,¢L = 0° BI = 45Q,¢L = 00 

Signals not of interest 
B2 "" 60°,th := 90° (j2 '= 15",th = 00 

(j3 = 60°,¢3 "" 300° (j3 '= 75°,¢3 = 00 

z 

'J'--------y 

x 
Figure 8a. One-dimensional adaptive beamforming along the 
azimuth for fixed elevation. 

180 1-------l-----l-----l---.::iI�___l--I----+------1 o 

270 

Figure 8b. The radiation pattern with respect to 1ft for fixed 

(j = 60° (Case 1 of Table 4) resulting from one-dimensional 
adaptive beamforming along the azimuth for fixed elevation. 
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Figure 8e. The amplitude excitation for each element of the 
circular array required to obtain the desired beam pattern of 

Figure 8b. 

O�---�------�--�--�--�-� 1 2 3 4 5 6 Antenna element (n) 7 8 

Figure 8d. The phase excitation for each element of the circu­
lar array required to obtain the desired beam pattern of Fig­
ure 8b. 

resulted in the beam pattern of Figure 7b. Not surprisingly, the 
amplitude and phase excitations of the antenna elements were 
almost identical for the classical and adaptive beamforming 
method, for the radiation patterns with respect to both ¢J and (j . 

5.1 One-Dimensional 
Adaptive Beamforming 

When only a signal of interest is assumed, both the classical 
and adaptive beamforming methods can be applied. However, 
when both signals of interest and signals not of interest are simul· 
taneously present, the classical method cannot be used. Thus, to 
accomplish beamforming in that situation, we have to resort to the 
adaptive technique. To show the ability of adaptive algorithms to 
direct the maximum towards the signal of interest and nulls 
towards the signals not of interest, we first consider the case of 
one·dimensional beamforming, i.e., beamforming along the azi-
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muth while keeping the elevation constant, and vice versa. For the 
simulation process, we considered the geometry and signals of 
Table 4, with the use of the least-mean-squares algorithm with step 
size /1 "" 0.00 I .  Furthermore, for each beamforming example in 

this paper the signals from the radiating sources were assumed to 
be equal-power, stationary, zero-mean, uncorrelated random proc­
esses. Moreover, uncoded BPSK (binary phase-shift keying) 
modulation information bits were be used to simplify the simula­
tions. 

As a first example, we chose to perform adaptation along the 
azimuth for signals arriving from a fixed elevation, as described by 
Case I of Table 4, and illustrated in Figure 8a. Figure 8b shows the 
beam pattern of the circular array at the end of the adjustment 
process for the signal of interest (SOl) and signals not of interest 
(SNOIs) imposed in the design. Figures 8c and 8d ilIustrate the 
corresponding normalized amplitude and phase excitations, 
respectively, of each element of the array, that resulted at the end 
of the adaptation and led to the desired radiation pattern of Fig­
ure 8b. 

Using the same uniform circular array, Figure 9b illustrates 
another example of a beam pattern at the end of the adjustment 
process for beamforming that this time was performed along the 
elevation, i.e., for a fixed azimuth, as described by Case 2 of 
Table 4 and illustrated in Figure 9a. Because of the angular prox­
imity of the two signals not of interest to the signal of interest in 
this example, the beam pattern maximum did not focus exactly on 
the direction of the signal of interest ( e = 45° , ¢J = 0° ) at the con­
vergence of the adaptive algorithm. It was shifted a few degrees 
less in the (j direction ( '"  38° instead of 45° ). An intuitive 

. explanation for this loss in performance is that the uniform circular 
array was not as sensitive to signals arriving from directions vary­
ing in elevation, rather than in azimuth, because it was oriented on 
a plane with fixed elevation and its elements were located at dif-

z 

�-----+Y 

x 
Figure 9a. One-dimensional adaptive beamforming along ele­
vation for fixed azimuth. 

IEEE Antennas and Propagation Magazine, Vol. 47, No. 4. August 2005 



90 
o -10 -20 -30 

o 

dB 

30 

-30 -20 -10 o 

Figure 9b. The radiation pattcm with respect to 0 for fixed 
¢ "" 00 (Case 2 of Table 4) resulting from one-dimensional 

adaptive beamforming along elevation for fixed azimuth. 
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Figure 9c. The amplitude excitation for each element of the 
circular array required to obtain the desired beam pattern of 
Figure 9b. 
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Figure 9d. The phase excitation for each element of the circu­
lar array required to obtain the desired beam pattern of Fig­
ure 9b. 
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Table 5a. The geometries used to study two-dimensional adaptive 
beamforming with uniform circular arrays employing the 

least-mean-squares algorithm. 

Number of elements N = 8 isotropic 
Radius of the UCA a = 2"/),, (de = 0.5),, ) 

Number of impinging sources K = 4  
SNR per equal:power source 10 dB 
Number of collected samples 2500 

Table Sb. The directions of arrival of the signals used to study 
two-dimensional adaptive beamforming with uniform circular 

arrays employing the least-mean-squares algorithm. 

Signal of interest 0. = 60°,� = 90" 

02 = 75°,tPz = 30" 

Signals not of interest 03 = 30°,?3 = 240° 

04 = 45°'¢4 = 3000 

ferent angles in azimuth. The corresponding normalized amplitude 
and phase excitation, respectively, of each element of the array that 
resulted at the end of the adjustment process are plotted in Fig­
ures 9c and 9d, respectively. A careful observation of Figures 9c 
and 9d indicated that both the amplitude and phase excitation of 
the elements symmetrically about the fourth element with 
¢4 = 1 800 (or, equivalently, the eighth element with ¢S = 360° ) 

were approximately the same. This was expected, since the adap­
tive beamforming was performed for ¢ = 0° - equivalently, on the 
x-z plane - and the elements that were symmetrical about the x axis 
experienced exactly the same phase difference. 

5.2 Two-Dimensional 
Adaptive Beamforming 

In the previous adaptation, we examined the capability o f  the 
uniform circular array to direct its maximum and to place nulls in 
its radiation pattern along either azimuth or elevation, only. We 
now examine the case of two-dimensional adaptive beamforming, 
where the source arrival directions can take arbitrary values in 
azimuth and elevation . 

For the simulation process, we considered the geometry and 
signals of Table 5 with use of the least-mean-squares algorithm 
with step size fJ = 0.00 1 and all the previous assumptions about 
the nature of the signals. Figure 10 shows the resulting normalized 
radiation pattern in a polar contour representation. (A contour plot 
is a graphical technique for representing a three-dimensional sur­
face by plotting constant z slices, called contours, on a two-dimen­
sional format. That is, given a value for z, lines are drawn con­
necting the (x, y) coordinates where that z value occurs [38].) 

It can be shown from Figure 10 that the uniform circular 
array possesses very satisfactory two-dimensional beamforming 
abilities, since the maximum and deep nulls in the pattern are 
formed in the directions of the signal of interest and all signals not 
of interest, respectively. Of course, better behavior in two-dimen­
sional beamfonning can be expected if the array possesses addi-
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Table 6a. The geometries used to compare one-dimensional and 
two-dimensional adaptive beamforming with uniform circular 

arrays employing the least-mean-squares algorithm. 

Number of elements N = 8 isotropic 
Radius of the UCA a = 2"j2 ( de = 0.52 ) 
Number of impinging uncorrelated sources K = 4  
SNR per equal-power source lO dB 
Number of collected 'samples 2000 
Number of Monte Carlo simulations 200 

Table 6b. The directions of arrival of the signals used to compare 
one-dimensional and two-dimensional adaptive beam forming 

with uniform circular arrays employing the least-mean-squares 
algorithm. 

Case 1 Case 2 

Signal of interest 19] = 90°,� = 90° 19] = 60°,� = 90° 

192 = 60°,¢?, = 30° f)2 = 75°,¢?, = 300 

Signals not of interest 83 = 90°,� = 2400 � = 30°,� = 2400 

84 = 90°,1P4 = 300° f)4 = 45°,1P4 = 3000 
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Figure 11.  The mean square errors of the least-mean-squares 
algorithm for both cases of Table 6: (a, top) step size J1 = 0.001 
and (b) step size J1 = 0.Q 1 .  
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tional degrees of freedom in elevation, Le., a three-dimensional 
array, such as a cylindrical or spherical array. 

5.3 Comparison of OneMDimensional and 
Two-Dimensional Adaptive Beamforming 

Since the performance of the least-mean-squares adaptive 
algorithm has been shown to be very effective for both the one­
dimensional and two-dimensional beamforming cases, an interest­
ing comparison would be to compare the convergence behavior of 
the least mean squares when keeping the parameters of the system 
fixed, and changing only the dimensionality of the beamfonning. 
For this purpose, we considered the geometry and signals of 
Table 6. The corresponding mean square errors (MSE) of the least­
mean-squares algorithm with respect to the iteration number for 
both cases of Table 6 for J1 = 0.001 and J1 = 0.01 are shown in 
Figures I ia and l ib, respectively. 

Concerning the least-me an-squares algorithm with the same 
beamforming dimensionality, the algorithm converges more slowly 
but with smaller mean square error towards convergence if the step 
size is smaller, i .e., for J1 = 0.001 compared to J1 = 0.01 , which is 
a known behavior of the least-mean-squares algorithm. Further­
more, it is useful to notice that for the same step size of J1 , the 
least-mean-squares algorithm achieved a slightly smaller mean 
square error value at its convergence for the two· dimensional 
beamforming case compared to the one-dimensional case; with a 
smaller step size, J1 = 0.00 1 ,  this difference in mean square error 
values was more significant. An intuitive explanation for this 
behavior of the least-mean-squares algorithm stems from the time 
delays between the antenna elements for the one-dimensional and 
two-dimensional beamforming cases. For both beamforming sce­
narios, the corresponding sources had the same azimuthal loca­
tions, resulting in the same delays between the elements due to 
azimuthal dependence. However, since for the one-dimensional 
beamforming scenario all the sources were assumed to be co­
planar with the array ( f)  = 90°) but for the two-dimensional beam­
forming scenario from elevation angles of less than 90°, the time 
delays between the antenna elements due to elevation dependence 
resulting from corresponding sources were larger for the one­
dimensional case, according to Equation ( 12). Therefore, the least­
mean-squares algorithm had to adjust to larger phase shifts from 
element-to-element in the one-dimensional beamforming scenario 
compared to the two-dimensi'onal beamforming scenario, which 
justifies this difference in the mean square error values achieved at 
the end of the adjustment process. 

6. Conclusions 

This paper investigated uniform circular arrays for smart 
antennas. The two main issues related to smart antennas � estima­
tion of the direction of arrival from incoming signals and beam­
forming � were both examined with the use of uniform circular 
arrays. 

Two different approaches were considered for direction-of­
arrival estimation. In the first approach, a modified version of the 
MUSIC algorithm, the UCA-RB-MUSIC, was applied. Simulation 
results showed sharper peaks in the associated spatial spectrum 
compared to the classical MUSIC, provided that the number of 
emitting sources did not exceed half the number of array elements. 
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This can be attributed to the fact that the UCA-RB-MUSIC has 
been developed exclusively for unifonn circular arrays and fully 
exploits the symmetry the geometry possesses, whereas the classi­
cal MUSIC is applicable to arbitrary arrays of known response. 
However, for a number of sources exceeding half the number of 
array elements, the perfonnance of the UCA-RB-MUSIC was 
shown to be poor, and, therefore, the use of the classical MUSIC, 
which can resolve satisfactory directions of arrival from a number 
of sources up to the number of antenna elements, is suggested. 

The other approach for direction-of-arrival estimation exam­
ined in this paper was the UCA-ESPRIT algorithm, a novel algo­

rithm that provides closed-fonn automatically-paired source azi­
muth and elevation estimates. Directions of arrival estimated 
through simulation results were shown to be impressively accurate 
compared to the exact directions of arrival, even for scenarios in 
which the noise power was dominant over that of the incoming 
signals. 

Concerning beamforming, the uniform circular array was 
shown to have excellent beamfonning capabilities in directing the 
maximum towards the direction of the signal of interest and deep 
nulls towards the directions of the signals not of interest However, 
some deficiency with beamforming along elevation using uniform 
circular arrays was observed, and this can be justified by the fact 
that the uniform circular array in our simulations was located on 

the x-y plane. Apparently, better results should be expected with an 
array possessing additional degrees of freedom along elevation, a 
three-dimensional such as a cylindrical or spherical array. 
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