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T he line dividing intelligent from nonintelligent Fundamentals of expert systems
systems keeps shifting as computers and their
software become more capable. When com-
puters were new 35 years ago and could do lit- In Figure 1, we examine the relationships of one class of

tle except arithmetic functions, some called them giant intelligent system, the expert system, to the environment in
brains, implying intelligence. Today, we do not regard the which it functions. On the right side of the figure, the ex-
giant brain's successor, the pocket calculator, as intelligent. pert system acquires knowledge through knowledge-acqui-
In fact, we do not regard a payroll program of hundreds of sition software tools from a knowledge engineer who, in
thousands of lines of code, running on a mainframe now turn, acquires the knowledge from a domain expert. Do-
orders of magnitude more powerful than its ancestors, as main refers to a specific field of knowledge. Once the ex-
intelligent. pert system has been built, this relationship could be

There are current systems, however, that we do regard as ended. On the other hand, since the domain normally con-
intelligent. Expert systems are an example; they are a sub- tinues to develop, the relationship usually continues.
set of intelligent systems.' Still, as the research community
explores the problems that these programs address, the re- On the left side, the expert system interfaces to the user.
sulting systems will no doubt come to seem commonplace The user puts into the system facts and suppositions of
and hence something less than intelligent. The mystery of varying degrees of probable truth and receives answers,
intelligence will continue to be a moving target. recommendations, or diagnoses of some degree of reliabil-
What we mean by intelligence is broadly characterized by ity. The user usually works through a keyboard interface in

what human beings are able to do. As human beings we a formal language. As natural-language capability becomes
have an intuitive feel for what that is. Looking at the hu- available, it can make this interchange more friendly.
man brain from the outside, we have considerable knowl- Eventually, speech recognition and generation may replace
edge of what it can do. From the perspective of inside-the- the keyboard.
brain, however, we have taken only a few steps toward un-
desadn ho'h ern prt.W onthv At the bottom of the figure, a general database is shownderstanding how the neurons operate. We do not haveinefcgtohexprsyemAtrsn,mstxet

enough knowledge at this level to create intelligent systems sytems de e upont speiAl koede base ey
by simulating the detailed structures of the brain artifi-
cially. Still, in the 30 years since John McCarthy coined the will become more usable with existing data processing sys-

tems when they become able to draw upon general data-term artificial intelligence, outside-the-brain approaches to bes either i ecimedate compute s mon a
intelligent systems, based on studying the nature of partic- b
ular problems, have achieved some success. In the last few network.
years, practical applications of expert systems have ap- Turning this relationship around, large, existing data-
peared.2 bases will become more useful when intelligence can be
A working concept of what artificial intelligence em- added to them. Query languages are beginning to add intel-

braces is found in the topics being studied by the artificial- ligence to the task of searching a database. At present, it
intelligence community, summarized in Table 1. Many of may take an unreasonable amount of time and computer
these terms cannot be simply defined. For example, one power to search an existing database. An intelligent front
book takes an entire chapter to define "expert system" and end capable of guided search could home in on informa-
to set the boundaries of the concept.3 tion more quickly.
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Figure 1. An expert system is re-
lated to the domain from which

Qery General its knowledge is drawn, to the
lnguage atabs user for whom it solves prob-

lems, and eventually to a general
database.

Expert system concept. In Figure 2, we divide the expert-
system concept into a knowledge base and an inference en-
gine. The knowledge base is unique to a particular domain,
but the inference engine may be common to a number of
domains that have similar characteristics. Thus, a number Explanation Search
of inference engines were initially developed for particular tracing strategy
applications, but were later separated from the knowledge i
specific to that application and used with other knowledge
bases.
At the next level of detail, we identify four blocks: asser-

tions, knowledge relationships, search strategy, and expla-
nation tracing.Knw g

Assertions. This block, sometimes called the working
memory or temporary data store, contains "declarative
knowledge about the particular problem being solved and
the current state of affairs in the attempt to solve the prob-
lem."4 There are several ways to represent this data: first-
order predicate logic, frames, and semantic networks. Figure 2. An expert system may be thought of as a knowledge

Predicate logic represents the declaration Richard gave base that an inference engine searches for answers to a particu-
Jean a rose in the form Give (Richard, Jean, rose). A lar problem, such as a diagnosis fitting a set of symptoms. The
frame for this same information might be symptoms rest in the assertion block and are matched against

symptom-disease relationships in the knowledge-relationshipsname of frame: Fl block under the control of the search strategy. The reasoning
type of frame: transfer of possession process by which the result was reached may be traced by the
source: Richard explanation capability.
destination: Jean
agent: Richard _t
object: rose

In the semantic network, each node contains an object and
the lines between the nodes represent the relationships.

Knowledge relationships. This block contains formulas
showing the relationship among several pieces of informa-
tion. The most common formula is the production rule,
such as

If it is clear and hot and muggy, then it is summer.
Here we have three antecedents connected by logic AND,
which, when satisfied, lead to the consequence that it is
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summer. In addition to antecedent-consequence, the two
parts of an if-then production rule may be called a situa-
tion-action pair or a premise-conclusion pair. In the Lisp Rule
language, the relationship is called a clause and the clause change
has two parts: a test and a result. In Prolog, relationships
are shown in the first-order predicate logic. Epr
When all three of the antecedents, clear, hot, and

sse

muggy, are present as assertions, they match the left-hand Language
side of the production rule, leading to the consequence, it
is summer. In addition, there are two further steps to the
making of matches: (1) The production rules may be listed
in some order believed to facilitate the search for a match;
and (2) the search-strategy block may be able to invoke a Figure 3. The expert system of the future will help a human op-
sequence that finds the match more quickly than random erator control some machine, such as an aircraft.
search does.

Search strategy. The simplest arrangement of the pro-
duction rules is to list them in no particular order. With
this arrangement, new rules may be tacked on, making it quence may be only 0.5 on a scale of 0 to 1. The probabil-
easy to grow the system as more is learned about the prob- ity of all three rules being valid in a particular instance is
lem. Each asserted fact is then run through the production still less.
rules until the match is found. With a small number of
rules, given the high speed of computer operation, it is Explanation trace. When the expert system comes up
practical to search a random list. with the answer, it is summer, we may have some doubts

If the number of rules is large, they may be partitioned about the correctness of this conclusion. The credibility of
into sublists, or contexts, on some logical basis. The search the system is greatly enhanced if it can explain to the user
strategy then uses a higher-level rule, or a metarule, based the line of reasoning that led to this finding. It can do this,
on the logic of the partition, to determine which sublist to essentially, by retracing the chain of production rules that
run through first, thus reducing the length of the search. led to this finding and translating them into some form
Another arrangement is to chain the production rules to readily intelligible to the user, such as English. Then with

one another, so that the consequent of one becomes the the user's common sense knowledge about, in this case, the
antecedent of another. For example, if it is clear, then it is local climate, he may check the expert system's chain of
hot; if it is hot, then it is muggy; if it is muggy, then it is reasoning, noting the uncertainties associated with each
summer. A number of these chains may be arranged in a step.
tree structure or a graph of some sort. The search strategy
then becomes a matter of searching this structure. Expert assistant. A typical expert system supplies solu-

If nothing is known about which is the better path to tions in the form of data or information, and the user is
follow, then the search may be either breadth-first or responsible for making use of it. The concept of the expert
depth-first. In breadth-first, the search passes from node to system may be extended to the expert assistant, dia-
node across the breadth of the tree structure. In depth- grammed in Figure 3. The expert assistant receives data di-
first, the search passes vertically down one branch of the rectly from the environment in which it operates in the
inverted tree, then returns to the top and searches down the form of real-time measurements from sensors. With some
next branch, etc. Moreover, the domain expert may have direction from the user, the expert assistant generates sig-
some rules of thumb, or heuristics, that enable him or her nals in real time to control some aspect of the environ-
to indicate that one part of the tree is more promising than ment. The user interfaces to the expert assistant through a
the other parts. These heuristics may be incorporated in the natural-language interface, a graphics interface, and ulti-
search strategy. mately speech. The user may change the rules under which
The sample chain given above-if it is clear, then it is the expert assistant is operating to help the assistant adapt

hot; if it is hot, then it is muggy; if it is muggy, then it is better to the environment as it changes.
summer-leads to another complication. As phrased, the The expert assistant takes on more meaning if we think
sequence indicates 100 percent certainty frorrm one rule to of it as a pilot's associate. An aircraft's instrument system
the next. In reality, the probability that one rule follows now supplies the pilot with hundreds of readings, far too
the preceding one is much less than 100 percent in this many to comprehend fully in an emergency. The pilot's as-
case, so expert-system builders have devised various meth- sociate could monitor this data, note interrelationships, fig-
ods of incorporating uncertainty into their rules. For in- ure out the significance of the information, and present a
stance, the truth value of each production rule in this se- conclusion to the pilot in a form ready for implementation.
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One step further, the pilot could preauthorize the pilot's Thus, these basic commands can sort out symbols, can
associate to institute certain actions itself, particularly con- build up lists, can determine the truth or falsity of a func-
trol actions where prompt response is critical. For this pur- tion, and can match the if-side of a production rule. In
pose the pilot's associate is connected directly to the air- general, Lisp's goal is to evaluate something and return a
craft's control system and itself takes the recommended ac- value.
tion. Lisp has many advantages, and we will mention two:
The rule-change capability enables the pilot to specify storage space is allocated dynamically, enabling programs

from time to time the authority granted to the system. For to be larger than they would otherwise be; and there is a
example, when the pilot wishes to practice certain flying macro capability, permitting the language to be extended.
skills, he removes that area temporarily from the jurisdic- In fact, Micro-planner, Conniver, Scheme, and other Al
tion of the pilot's associate, while leaving in force safety languages were written as extensions in Lisp.
precautions. On the other hand, when he decides to devote Partly because of this extension capability, partly be-
his attention to some nonflying task, such as checking his cause of the need to adapt the language to different com-
position, he assigns more responsibility for operating the puters, and partly because of the tendency of researchers to
plane to the pilot's associate. implement new ideas, many versions of Lisp have been de-

Instead of an aircraft, any kind of complex machinery or veloped. These versions seem to have flowed primarily in
process could be directed by a human operator with an ex- two streams, one originating in the MIT Artificial Intelli-
pert assistant. This complex machinery could be a robot. gence Laboratory, called Maclisp, and the other from Bolt,

Beranek, and Newman, and later from Xerox Palo Alto
Research Center, called Interlisp. Many of the Maclisp de-
scendants are now in the process of being standardized as

AI languages and their hardware Common Lisp.
Prolog. Prolog, for programming in logic, was devel-

The computer age got under way computing numbers, oped in Europe between 1970 and 1980. Alain Colmerauer,
but artificial intelligence called for processing symbolic in- Robert Kowalski, and Phillip Roussel are the names associ-
formation, such as words and phrases. Aware of this need, ated with the early development. A compiler/interpreter
John McCarthy invented Lisp in 1959. In 1972, Alain Col- was developed by David Warren, Fernando Pereira, and
merauer at the University of Marseilles began the develop- Lawrence Byrd at the University of Edinburgh in 1975. A
ment of Prolog, based on a different principle. modular version, MProlog, was produced in Hungary be-

tween 1979 and 1982.
Lisp. Four commands are central to Lisp's symbol-ma- The language received impetus from its selection in 1981

nipulation capability. (The names of three of these com- as the basis for the Japanese Fifth Generation Computer
mands are nonmnemonic as the result of "a regrettable his- project. It is now gaining acceptance in the United States
torical convention," in Winston's phrase,5 so we won't as well. For example, it is the language basis for the
bother with them here.) One returns the first element in a Aquarius project at the University of California at Berke-
list of elements, for example, the first word in a list of ley.6 This project is developing a high-performance com-
words. The second removes the first element from a list of puting system for combined symbolic and numeric applica-
elements and returns the remainder of the list. By using tions. Also, Prolog is being used by organizations such as
these two commands alternately, the second, third, or nth Applicon, Argonne National Laboratory, Caltech Jet Pro-
word in a list may be picked out. To put it another way, pulsion Laboratory, Fairchild, Gould SEL, Lockheed Mis-
these commands take a list apart. siles and Space Company, and SRI International.
The next two commands put things together. One strings The language works with English-like statements of three

together the elements of two or more lists supplied as argu- types: facts, rules, and questions.
ments. The other inserts a new first element in a list. (1) A fact is something such as Richard works for Jean.

This fact indicates there is a relationship between RichardIn addition, there are other commands that when applied and Jean and that the relationship, as expressed, goes fromto a predicate determine whether it is true or false. By defi-
nition a predicate is a function whose value is limited to
true or false.

works(richard,jean)
The last command that we will mention (there are many

more) cruises down a list of "clauses," each composed of (2) A rule follows the form: Someone is the manager of
"a test and a result." When its argument matches the test an employee if the employee works for that someone. A
side of a clause, it returns the corresponding result. In ef- rule is expressed as follows:
fect, the test and the result could be the two sides of an if-
then rule. This capability may also be used to direct the manager(X,Y) :- works(Y,X), where the expression "-
flow of program control. is read as "if."
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(3) A question might be: "Who is the manager of Rich- other hand, consists of statements of facts and rules. This
ard?" It is expressed in this way: information is used by asking questions about it.

?- manager(X,richard) Prolog's adherents believe that it is easier to learn and
The Prolog language returns the answer: use than Lisp. They say that it uses less memory and is

more easily moved from one computer to another. In the
X=.jean past, it has run with reasonable speed only on mainframes,

As we saw, a Lisp program consists of a series of com- but recent modifications are running satisfactorily on
mands that manipulate symbols. A Prolog program, on the smaller machines.
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Lisp hardware. The Lisp language, of course, was devel-
oped on traditional, numerically oriented mainframes and
later came to be widely used on minicomputers. Artificial-
intelligence programs tend to be large and to use vast
amounts of memory. Moreover, the structure of the lan-
guage makes it execute slowly and inefficiently on this kind
of computer. In addition, when several researchers had to
timeshare a large computer, response time was still worse.

By the early 1970s, researchers realized that these prob-
lems could be ameliorated by developing an individual
workstation optimized to run Lisp. The Lisp Machine proj-
ect was launched at the MIT Artificial Intelligence Labora-
tory in 1974. A first-generation machine was completed in
1976 and a second-generation in 1978. Aware of a potential
commercial market for the machine, two groups split off
from the laboratory in 1980, one becoming Lisp Machine,
Inc., with offices both in Andover, Massachusetts, and Los
Angeles, and the other, Symbolics, Inc., in Cambridge,
Massachusetts.

Also in 1974, researchers at Xerox PARC began an im-
plementation of Interlisp for the Alto, a small personal
computer internal to Xerox. The performance of this im-
plementation, called AltoLisp, was not satisfactory for Figure 4. Lisp Machine, Inc., began delivering the Lambda 3x3
such reasons as the limited amount of main memory. By last summer (1985). The model designation refers to the fact that
1980, PARC had developed two more suitable personal the system has three processors and accommodates three pro-
computers, the Dorado and the Dolphin. grammers. When an application requires great power, the

In general, the various Lisp machines took advantage of $135,000 system's three Lisp processors may be pipelined to-
advancing technology to provide more main memory, more gether over a 37.5 MB/s multiprocessor bus.
cache memory, stack architecture, faster processing speeds,
pipelining and parallelism, and high-resolution interactive
display screens. In addition, these machines implemented
hardware specific features that directly supported the needs
of Lisp.

In the descendants of the MIT development, the machine
instruction set corresponds closely to Zetalisp, one of the
successors to Maclisp. In the Symbolics 3600, for instance,
a machine instruction takes the first element of a list and
pushes it onto the stack.'
The 3600 features a 36-bit word and two of these bits are

used to code the relationship between the first element and
the rest of the list. This code avoids the need for using an
additional word to hold a pointer to the next element, re-
ducing memory needed for this purpose by one half.

In the operation of Lisp programs, some objects become
orphans-they are no longer referenced by anything else
and so they are no longer needed. Since memory space is
valuable, a process called garbage collection identifies these
objects and reclaims their space. Originally, this process
had to read through the entire storage space to establish
that there were no references to the stored objects being
considered for disposal. Figure 5. Introduced in 1983, the Symbolics 3600 supports the

In the 3600, three hardware features speed up garbage Zetalisp software environment and includes object-oriented pro-
collection: a two-bit field indicates whether the word con- gramming or message passing. The entry-level configuration is
tains a pointer, that is, a reference to a word in virtual about $80,000. Available as an option is the Interlisp Compatibil-
memory (main memory plus disk); a page-tag bit indicates ity Package which accommodates Interlisp-10, Interlisp-VAX, and
whether the garbage-collecting process need even scan the Interlisp-D.
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Figure 6. In August 1984, Tektronix introduced the 4404 Al Sys- Figure 7. Texas Instruments' Explorer Symbolic Processing
tem and, in August 1985, the 4405 and 4406 Al Systems at about computer is derived from technology licensed from MIT and Lisp
$12,000, $15,000, and $24,000. The three products feature the Machine. Introduced in late 1984, it is available in six configura
Smalltalk-80 programming environment. Tek Common Lisp, Franz tions ranging from $52,500 to $66,500. The principal language is
Lisp, or MProlog are available as options. Common Lisp, but a Prolog interpreter may be called from the

Lisp environment.

page; and multiword read-operations fetch several words at at substantially lower cost and physical size," the company
a time to the processor. In addition, garbage collection is says.
incremental, running in the background.

Lisp Machine, Symbolics, (see Figures 4 and 5) and Xe- Prolog hardware. Thus far Prolog in different versions is
rox (in Pasadena, California) continue to produce worksta- running on general-purpose computers, including the DEC
tions for artificial-intelligence applications. In addition, Systems 10 and 20, the DEC Vax series, and IBM's large
there are two recent entrants, Tektronix and Texas Instru- mainframes, as well as the IBM PC and the Apple II.
ments, illustrated in Figures 6 and 7. MProlog from Expert Systems, Ltd., Oxford, England, for
At the low end of the machine spectrum are the personal example, is available on the IBM/370 under VM/370-

computers. Versions of Lisp are beginning to appear for CMS, the Siemens 7,000 under BS2000, and the Vax-l 1 un-
them. One is ExperLisp for the Macintosh from Exper- der VMS. Quintus Computer Systems of Palo Alto, Cali-
Telligence, Santa Barbara, California, for $495. It is "the fornia, has tried to increase the availability of Prolog by
first complete implementation of Lisp on a microcompu- developing portable, hardware- independent systems on
ter," the company says. According to an analysis by the standard general-purpose hardware.9
president of the company, Denison Bollay, the relative per-
formance of an 8088-based machine (IBM PC) is two, an Machines aimed at running Prolog are under develop-
80286-based machine (IBM PC AT) or a 68010-based ma- ment. The Japanese Institute for New Generation Com-
chine (Macintosh or Tektronix 4404) is 10, a future 68020- puter Technology, ICOT, is developing the PSI machine to
based machine would be 60, and the Symbolics 3600 is maximize Prolog performance. NEC is working with ICOT
100.8 on a higher performance machine, and ICOT projects a

As a foretaste of hardware to come, Texas Instruments very high performance unit by 1992.
is developing a custom VLSI Lisp processor chip based on The Aquarius project at the University of California at
sub two-micron CMOS technology for DARPA's Strategic Berkeley, under way since 1983, plans to radically improve
Computing Program. The chip will be software-compatible performance by (1) using a variant of logic programming
with TI's Explorer Symbolic Processing workstation. "The (initially Prolog) as the primary control mechanism for the
chip is being designed to provide up to 10 times the pro- problem-solving process, (2) tailoring the MIMD process-
cessing power of today's commercial symbolic processors ing elements to the requirements of the intended set of ap-
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plications, and (3) exploiting parallelism at several levels of After investigating the use of these tools, Donald A. Wa-
concurrency.6 terman and Frederick Hayes-Roth offered some sugges-

Again, as in the case of Lisp implementations, perfor- tions for choosing a tool appropriate to the problem:
mance varies over a wide range. Kahn and Warren give the "Do not pick a tool with more generality than you need.
following figures: Test your tool early by building a small prototype sys-

Quintus Prolog on Sun-2 workstation under Unix: 20K tem.
LIPS (logical inferences per second); Choose a tool that is maintained by the developer.

Quintus Prolog on Vax 11 under VMS and Unix 4.2: 23K Choose a tool with explanation/interaction facilities
LIPS; when development speed is critical.
The ICOT PSI machine (still under development): 33K Use the problem characteristics to determine the tool

LIPS; features needed."3
The fastest Prolog on the market: 43K LIPS; and The first large, comprehensive expert-system develop-
Japanese goal for 1992: lOOM LIPS9 ment tool to be marketed commercially, according to the
Despain and Patt compare a dozen or more machines on company that developed it, was KEE, the Knowledge Engi-

several benchmarks.6 Performance on general benchmark neering Environment, from IntelliCorp. It was introduced
programs ranges from 10 LIPS (on the Apple II) to 205K in August 1983 at the conference of the American Associa-
LIPS. The latter figure is derived from a simulation of tion for Artificial Intelligence. Since then, a dozen or more
their Berkeley Programmed Logic Machine, the first exper- tools have appeared for use on mainframes and minicom-
imental processor under the Aquarius project. puters. Still more recently, expert-system development tools

to run on personal computers have become available.'0

Software development tools Shortcomings of tools. One tool vendor observes that
most present-day tools do not support the integration of
the expert system with existing software such as database

In the course of building the early expert systems, re- management systems." The ability to transport Lisp- or
searchers noticed that the facts and if-then rules were spe- Prolog-based systems from one machine environment to
cific to the problem domain, but the inference engines were another is limited. Their performance is often inadequate
very much the same from one domain to another similar for production applications.
one. Of course, in the first expert systems the knowledge Silogic Incorporated of Los Angeles points out that cur-
bases and the inference engines were not neatly divided, rent expert systems can operate only on expensive or spe-
but by the end of the 1970s researchers had sorted out a cial-purpose hardware and are too slow on small or con-
number of domain-independent versions of expert systems. ventional machines. Furthermore, they cannot operate on
Emycin (for Essential Mycin) was derived from Mycin, a conventional machines in an industrial environment. They

production rule-oriented expert system for diagnosing in- have problems going back and forth to a large database.
fectious blood diseases; KAS from Prospector, a minerals They cannot use databases constructed on other systems.
prospecting system; and Expert from Casnet, used in the In the process of interacting with its Fortune 100 clients,
diagnosis and treatment of glaucoma. These three are clas- Teknowledge discovered that they were strongly wedded to
sified as skeletal systems.3 their installed hardware and software base. "American and

Representation languages are a class of general-purpose international business show no sign of abandoning their
programming languages developed for knowledge engineer- huge investment in currently installed hardware, software,
ing. Less constrained than skeletal systems, they may be databases, operating systems, and personnel training," ac-
applied to a broader range of tasks. This category includes cording to Lee M. Hecht, the company's chief executive
Rosie, OPS5, RLL, and Hearsay-III. officer.
A third category, computer-aided design tools for expert It was possible to persuade them to use Lisp-based or

systems, is represented by the tool, Age. With it, the user Prolog-based expert systems and the corresponding special-
may choose from several kinds of knowledge representa- purpose computers at a research or development level. In
tion and processing methods. general, they would not install hundreds of such systems
With the domain-specific knowledge separated from the for corporate-wide applications. There were logistic prob-

code in the inference engine, it would seem to be merely a lems to introducing another type of hardware. Existing
matter of knowledge engineering to put together an expert programming personnel were not comfortable with Lisp or
system. Little programming should be necessary. Unfortu- Prolog.
nately, there may still be problems. The greatest one is that Recognizing this reality, Teknowledge during 1985 repro-
the inference tool fails to match the new problem area grammed its expert-system tools in C and ported them to
closely enough to be applied unchanged. A lesser one is conventional computers supporting the Unix operating en-
that all task-specific knowledge has not been rooted out of vironment. Moreover, in doing this, the company achieved
the tool. "much higher performance," according to Earl D. Sacer-
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doti, vice president and general manager of Knowledge En- ing useful systems, and that some large corporations have
gineering Products and Training. established artificial-intelligence groups.

"Today, there are fewer than 25 knowledge systems in
the field," write Hayes-Roth and London, "but severalEnd of the beginning hundred more are under development."'2
As computer professionals, however, we should remem-

Every one has seen glowing accounts of expert systems ber that, although the origins of artificial intelligence go
performing remarkable functions. It is true that some of back 30 years, the arrival of practical expert systems goes
the university-developed systems are now in practical appli- back little more than three years. As a new art, we should
cation, that the university spin-off companies are develop- expect problems:
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(1) There are two major languages, Lisp and Prolog, 5. Patrick H. Winston, Artificial Intelligence, Addison-Wesley
each supported with almost religious intensity by passion- Publishing Co., Reading, Mass., 1977, 444 pp.
ate advocates. Moreover, each exists in many versions. It is 6. Alvin M. Despain and Yale N. Patt, "Aquarius-A High
not clear which one or which version is best in some abso- Performance Computing System for Symbolic/Numeric
lute sense, but it is evident that developers are successfully Applications," Digest ofPapers, Compcon Spring 85, pp. 376-
building systems in both languages and many versions. 382.

(2) Others believe that conventional languages capable of 7. Curtis B. Roads, Symbolics 3600 Technical Summary,
running on conventional computers better meet the desires ' ' ' '

1

of the marketplace. 8. Tom Manuel, "The Pell-Mell Rush Into Expert Systemsof)theemarketplace. than score ofsoftwaredevelopmentForces Integration Issue," Electronics, July 1985, pp. 54-59.
(3) There are more than a score of software development 9PtiKh.n ai arn ApiainDvlpeti

tools. They are often aimed at different applications; they g Patti KahnPand David Wal en,telligeAc a&Advanced Computer
may be based on different principles; they are implemented Technology Conf. 1985, Tower Conference Management Co.,
in different languages; and they operate on different com- Wheaton, Ill., pp. 207-212.
puters. It takes considerable effort to find out which one is 10. Tom Schwartz, "Al Development on the PC: A Review of
best for a particular application. Expert System Tools," The Spang Robinson Report, Nov.

(4) There are mainframes and minicomputers, special- 1985, pp. 7-14.
purpose Lisp machines and forthcoming Prolog machines, 11. Andrew B. Ferrentino, " Expert System Development
and workstations and personal computers. Which sizes and Environments: Current Limitations and Future Expectations,"
types are suitable for which applications? Proc. Artificial Intelligence & Advanced ComputerTechnology Conf. 1985, Tower Conference Management Co.,(5) Moreover, there may be a great gap between a proto- Wheaton, Ill., p. 195.
type and a successful product, experienced developers 12. Frederick Hayes-Roth and Phillip London, "Software Tool
know. Some of the difficulties include: making the product Speeds Expert Systems," Systems & Software, Aug. 1985, pp.
more rugged, reliable, and user-friendly; arranging to run 71-75.
the software on hardware suitable for the application-
hardware that is accessible and cost effective; defining a
specific range of problems over which the system is to
work, so that the user can easily recognize whether his par-
ticular problem is within the range served by the expert sys-
tem; and meeting the users' need for an application they
can afford.

(6) Some knowledgeable people believe that knowledge
engineering and expert-system building are too complicated
to be entrusted to engineers, programmers, or domain ex-
perts who are relatively inexperienced in the art. Others be-
lieve that the software development tools are sufficiently
comprehensive to be used by people with little experience.
Which belief is true now? How much further development
of tools is necessary before inexperienced people will be
able to build systems? Alternatively, what training and ex-
perience must people have to build expert systems? [El
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