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During the past several years, we have
witnessed a deluge of articles in the
popular press dealing with artificial
intelligence and visions of society in
which machines that can think like
humans may play a dominant role. To
me, this is a case of déja vu. Back in
1950, while I was an electrical engineer-
ing instructor at Columbia University, I
wrote an article entitled ‘“Thinking
Machines—A New Field in Electrical
Engineering”’ published in the Colum-
bia Engineering Quarterly.

Alluding to headlines of that period,
the opening paragraph of my article
read:

‘Psychologists Report Memory is
Electrical; ‘Electronic Brain does
Research; ‘Scientists Confer on Elec-
tronic Brain’—these are some of the
headlines that were carried in
newspapers throughout the nation
during the past year. What is behind
these headlines? How will ‘electronic
brains’ or ‘thinking machines’ affect
our way of living? What is the role
played by electrical engineers in the
design of these devices?

Of course, a great deal has happened
since then. Computers have gained
many orders of magnitude in computa-
tional capability, with massively parallel
computers becoming at last a reality. We
know so much more about software,
networking, logic programming, auto-
mated reasoning, and much else. And
yet, achieving the machine intelligence
prophesied by Al pioneers like Minsky,
McCarthy, Newell, and Simon has
proven an elusive goal. Why? This is the
principal question that Hubert and Stu-
art Dreyfus—members of the philoso-
phy and industrial engineering and
operations research departments at UC
Berkeley—attempt to answer in Mind
Over Machine.

Ever since he wrote his Rand report in
1965, “‘Alchemy and Artificial Intelli-
gence,”’ Hubert Dreyfus has been
regarded as an enemy of Al. The artifi-
cial intelligentsia has dismissed his criti-
cisms as those of a philosopher not
knowing enough about Al to qualify as
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a critic. And yet, there are many influen-
tial members of the Al community—
Terry Winograd among them—who
concede that Dreyfus was right and they
were wrong when they made unrealistic
predictions about what Al would be
able to accomplish. Dreyfus’ favorite
(and unrepentant) target in this respect
is Herbert Simon, who predicted in 1965
that ‘‘machines will be capable, within
20 years, of doing any work that a man
can do.”

Why have so many excessively
optimistic predictions been made about
the future of AI? Dreyfus attributes it to
what the late Y. Bar-Hillel called the
‘“fallacy of the successful first step.”’ In
science, we have been conditioned to
expect that success on a small scale can
be extended to larger systems. But in Al,
methods showing promise when applied
to a toy problem (or a microworld) fail
completely when applied to more realis-
tic problems. Among the examples cited
in Mind Over Machine is Winograd’s
natural language understanding pro-
gram (SHRDLU) that created so much
excitement when announced in 1972.
Four years later, an MIT Al memo
quoted by Dreyfus had this to say:

Al has done well in tightly con-
strained domains—Winograd, for
example, astonished everyone with the
expertise of his blocks-world natural
language system. Extending this kind
of ability to larger worlds has not
proved straightforward, however. . . .
The time has come to treat the prob-
lems involved as central issues.

The Dreyfuses stress an Al limitation;
specifically, its difficulty in dealing with
commonsense knowledge. I do not agree
with the authors, however, that Al is
intrinsically incapable of coming to
grips with commonsense reasoning. The
limitation, as I see it, results from the
use of first-order logic—a logical system
that makes no provision for uncertainty,
imprecision, and exceptions to rules.
These aspects of commonsense knowl-
edge can readily be formalized within
fuzzy logic—Dbasically a logic of approx-
imate reasoning. In this perspective, Al
based on fuzzy logic, rather than on tra-
ditional first-order logic, may be less
vulnerable to the Dreyfus criticisms.

Clearly, one must differentiate
between what cannot be achieved today
and what is totally beyond the reach of
machine intelligence now and in the
future. What riles the AI community
most is one of this book’s central
claims; namely, that machines will never
come close to humans in performing
cognitive tasks requiring intuition and
holistic thinking. The case for this claim

is drawn in the first three chapters, in
which the acquisition of expertise is
viewed as a process involving five steps:
novice, advanced bezinner, competent,
proficient, and expert. The moral of the
five-stage model is that there is more to
intelligence than the calculative rational-
ity that computers can mimic.

While it is difficult to argue convinc-
ingly about the ultimate limits of
machine intelligence, many problems
undeniably exist that will not be solved
in the foreseeable future—a good exam-
ple is nonstereotypical story summariza-
tion. Actually, at least several story
summarization programs exist including
the well-known program called Frump
(developed at Yale). However, these pro-
grams merely illustrate Bar-Hillel’s fal-
lacy of the successful first step. They do
have a limited ability to summarize
stereotypical short stories in a narrowly
prescribed domain, such as accounts of

Rand was a research Mecca
and Stuart Dreyfus
was a believer.
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vehicular accidents. But these programs
are based on methods totally incapable
of extension to the types of story one
may read in, say, the New Yorker.

The inability to summarize would
prevent any machine from passing the
Turing test of intelligence. In this test,
an interrogator is separated from a per-
son (or machine) under interrogation,
and communication is carried out on a
teletype. If the interrogator could not
tell whether the communication was
with another person or with a machine,
then the subject would be regarded as
intelligent. My point is that the interro-
gator could easily find the answer by
typing a short nonstereotypical story
and asking the subject to summarize it.

Why is machine summarization much
more difficult than machine transla-
tion? Primarily because summarization
requires much more understanding of
subject matter. To achieve such under-
standing, computers must deal not just
with symbols but (more importantly)
with real-world denotations. In fact,
many machine intelligence limitations
not discussed in this book link in one
way or another to the absence of bridges
between symbols processed by machines
and the denotations of those symbols in
a universe of discourse.

In his last chapter, Stuart Dreyfus
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recants his faith in the effectiveness of
mathematical techniques in managerial
art and management science. A mathema-
tician by training, Dreyfus was a col-
league of Richard Bellman at Rand in
the early 1960s and coauthored with
Bellman a well-known text on dynamic
programming. At the time, Rand was a
research Mecca for mathematical appli-
cations to decision analysis—especially
in dynamic programming, linear pro-
gramming, and game theory—and Drey-
fus was a believer.

Expectations for what these tech-
niques could contribute to reai-world
decision making proved exaggerated,
though not to the same degree as with
Al Stuart makes the point persuasively—
a point still not widely accepted by
theoreticians—that conventional mathe-
matical models fail to reflect the incom-
pleteness, imprecision, and unreliability
of environments in which real-world
decisions are made. In this context,
Dreyfus urges a greater reliance on intui-
tion. I would add to his suggestion the
abandonment of classical quantitative
frameworks and the adoption of a lin-
guistic approach in which variable
values are words rather than numbers.

The authors deserve to be com-
mended for incisively analyzing the limi-
tations of machine intelligence, supplying
a much-needed balance between prom-
ise and reality. And yet it’s certain that
Al, expert systems, and robotics—despite
their limitations—will play increasingly
important and positive roles in our soci-
ety. Machines may never be able to com-
pose music like Beethoven, write poetry
like Byron, understand speech like
humans, climb trees like monkeys, or fly
like birds. But they will perform many
useful and complex tasks requiring high
intelligence levels. Undeniably, our
expectations of what machines could
accomplish were—and may still be—
unrealistic. But we must remember that,
as Jules Verne noted at the turn of this
century, exaggerated expectations drive
scientific progress.

—Lotfi A. Zadeh

Electrical Engineering

and Computer Sciences Dept.
University of California
Berkeley, CA 94720.

This review appears courtesy of Forefront, a UC
Berkeley College of Engineering publication. Last
summer, JEEFE Expert published an excerpt from
the Dreyfus text (‘“Why Expert Systems Do Not
Exhibit Expertise,”” Vol. 1, No. 2, pp. 86-90).
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ARTIFICIAL INTELLIGENCE

AND EXPERT SYSTEMS

Tomorrow’s Comp utm%
Technology is Today’s Challenge

Some of the nation’s most excit-
ing developments in software
technology, supercomputer
architecture, Al, and expert sys-
tems are under scrutiny right
now at the Institute for Defense
Analyses. IDA is a Federally
Funded Research and Develop-
ment Center serving the Office of
the Secretary of Defense, the
Joint Chiefs of Staff, Defense
Agencies, and other Federal
sponsors.

IDA’s Computer and Software
Engineering Division (CSED) is
seeking professional staff
members with an in-depth theo-
retical and practical background
in the area of Artificial Intelli-
gence and Expert Systems tech-
nology. Tasks include efforts on
both the design and prototyping
of expert system tools and appli-
cations and providing advice to
DoD decision makers on the
appropriate use of and manage-
ment policies regarding expert
systems.

Specific desired interests and
skills include:

@ Analogic reasoning

® Truth maintenance

® Knowledge engineering

@ User interface (including
natural language processing)

® Hybrid (deterministic and
heuristic) models and systems

@ List processing and logical
programming language theory

® Applications development with
an emphasis on military plan-
ning and information correla-
tion/fusion

Specialists in other areas of
Computer Science are also
sought: Distributed Systems,
Programming Language
Experts, Software Engineers,
and Computer Security
Specialists.

We offer career opportunities at
many levels of experience. You
may be a highly experienced
individual able to lead IDA proj-
ects and programs . . . or a
recent MS/PhD graduate. You
can expect a competitive salary,
excellent benefits, and a superior
professional environment.
Equally important, you can
expect a role on the leading edge
of the state of the art in comput-
ing. If this kind of future appeals
to you, we urge you to investi-
gate a career with IDA. Please
forward your resume to:

Mr. Thomas J. Shirhall
Manager of Professional Staffing
Institute for Defense Analyses
1801 N. Beauregard Street
Alexandria, VA 22311

An equal opportunity employer.
U.S. Citizenship is required.
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