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Special Issue on Multimodal Affective Interaction

C OMPUTERS (and computing devices) are becoming per-
vasive in our daily life; it is widely believed that com-

puters will be embedded everywhere in human environments
in the future. Designing intelligent human-computer interac-
tion (HCI) systems is one of the main challenges facing the re-
alization of pervasive interactive computing. Given that affec-
tive state recognition is an indispensable component for human-
human interaction, to allow natural humanlike interactions with
computing devices, HCI designs need to possess the ability of
recognizing and reacting to affective state of the user.

Affect sensing and recognition has been studied in various
disciplines in the past three decades. Human affective infor-
mation is conveyed via a broad range of modalities and chan-
nels, including visual (facial expression, head pose, gesture,
body movement and postures, etc.), auditory (pitch, loudness,
speaking rate, etc.), tactile (heart rate, skin conductivity, etc.),
brain signals, and so on. In natural human-human interaction,
the sensed emotional signals from multiple modalities are com-
bined in our brains to allow affect perception in variable condi-
tions. However, most of the existing works on automatic affect
recognition focus on a single modality or cue (e.g., facial ex-
pression or speech), not taking into account the multiple sources
of affective information. Each modality or cue in isolation has
its inherent weakness and limitation. Multimodal affect sensing
and recognition is the most promising approach for building an
automated affect recognition system. This has been one of the
main trends in the affective computing community.

There are many challenges in handling multimodal affective
interaction. Examples include how to acquire and annotate af-
fect data using multiple sensors or modalities, especially the
spontaneous data in natural settings; how to effectively extract
and select representative features from different modalities for
affect recognition; how to synchronize data or features from
different modalities; how to select the fusion strategy of multi-
modal affect data for a given application, etc. It is also necessary
to investigate which modalities and cues are most suitable for
the application context. To address these challenges, we have to
adapt existing single-mode approaches to work together at the
fusion level or to devise new techniques for multimodal affec-
tive interaction. This special issue aims at presenting and high-
lighting the latest research and development in these areas. The
papers included in this issue cover broad topics related to mul-
timodal affective interaction.

The special issue solicited 26 submissions on a wide range
of topics related to multimodal affective interaction. The corre-
sponding authors represented broad diversity in geographic lo-
cation, including North America, Europe, and Asia. We enlisted
more than 70 reviewers to provide expert opinions. Most papers
were reviewed by at least two and up to four experts. The deci-
sion reached for each paper was discussed among the five guest
editors, and 11 papers were eventually accepted for the special
issue. The 11 papers included can be categorized as follows.
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I. EMOTIONAL SPEECH SYNTHESIS AND RECOGNITION

Emotional speech synthesis and recognition is a vital com-
ponent of multimodal affective interaction. To obtain accurate
labels when annotating large affective speech corpora, in “Re-
liable Pitch Marking of Affective Speech at Peaks or Valleys
Using Restricted Dynamic Programming”, Alías and Munné
introduce a methodology for reliable pitch marking of affec-
tive speech, which adjusts the pitch marks at the signal peaks
or valleys after applying a three-stage restricted dynamic pro-
gramming algorithm. For emotion identification in speech, it
is believed that the prosody carries most of the emotional in-
formation. In “Feature Analysis and Evaluation for Automatic
Emotion Identification in Speech”, Luengo et al. investigate the
characteristics and capabilities of features derived from prosody,
spectral envelope, and voice quality. Their experimental results
suggest that spectral envelope features outperform the prosodic
ones for emotion identification in speech. Affect recognition by
human is largely influenced by the context information. How
to exploit contextual information in automatic affect recogni-
tion remains an open problem. In “Context Analysis in Speech
Emotion Recognition”, Tawari and Trivedi address this problem
for speech emotion recognition. They present the collection of
a new audiovisual database in an automobile setting, and intro-
duce a set of features based on cepstrum analysis of pitch and
intensity contours. They systematically analyze the effects of
different contexts on two different databases.

II. AFFECTIVE VIDEO CONTENT ANALYSIS

With vast amounts of video data being generated, affective
video content analysis has been a topic of recent interest. Most
works aim to identify the emotional information in videos by
extracting affective features and fusing those features in some
established affective models. In “Affective Visualization and
Retrieval for Music Video”, Zhang et al. present an integrated
system for personalized music video (MV) affective analysis,
visualization, and retrieval. A method for visualizing the ab-
stract affective states is introduced. Both comprehensive ex-
periments and subjective user studies on a large MV dataset
demonstrate that their personalized affective analysis is more
effective than the state-of-the-art algorithms. Irie et al. present
a method for affective movie scene classification in “Affective
Audio-Visual Words and Latent Topic Driving Model for Real-
izing Movie Affective Scene Classification”. They introduce the
so-called affective audio-visual words to extract emotion-spe-
cific audio-visual features, while a classification model named
latent topic driving model is proposed for emotion category
recognition.

III. FACIAL EXPRESSIONS AND HEAD MOVEMENTS

Facial expressions and head movements are major visual
channels for expressing and interpreting affective states. In
“Robust Symbolic Dual-View Facial Expression Recognition
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with Skin Wrinkles: Local versus Global Approach”, Huang
et al. argue that the sketch of facial feature contour could be
adequate for facial expression classification. Using skin wrin-
kles, they compare local and global approaches for expression
recognition. Calix et al. study automatic emotion detection in
descriptive sentences and how this can be used to tune facial
expression parameters for 3-D character generation in “Emo-
tion Recognition in Text for 3-D Facial Expression Rendering”,
where mutual information is adopted for word feature selec-
tion. In order to generate head movements for virtual agents,
in “Predicting Speaker Head Nods and the Effects of Affective
Information”, Lee and Marsella adopt a machine learning
approach for learning head movement models from gesture
corpora. The linguistic and affective features are considered
in their work, and experiments show that the learned models
can predict speaker head nods with high precision and recall
rates, and that using affective information can help improve the
performance.

IV. AFFECT ANALYSIS IN SMALL GROUPS

Two other papers in this issue focus on affect analysis in
small groups, an important but rarely addressed problem. In
“Estimating Cohesion in Small Groups Using Audio-Visual
Nonverbal Behavior”, Hung and Gatica-Perez estimate the level
of cohesion in small groups using audio-visual nonverbal be-
havior. A series of audio and video features are proposed, which
are designed and inspired by findings in the social sciences
literature. In “A System for Real-time Multimodal Analysis of
Nonverbal Affective Social Interaction”, Varni et al. present a
multimodal system for real-time analysis of nonverbal affective
social interaction in small groups of users, with particular focus
on the synchronization of the affective behavior within a group
and the emergence of leadership. They develop techniques to
compute quantitative measures for behavior synchronization
and leadership.

V. AUDIO-VISUAL AFFECTIVE CORPUS

Collection of affective corpora is prerequisite of the study on
emotion recognition and synthesis. In the correspondence paper
“Audio-Visual Corpus of Affective Communication”, Fanelli et

al. present a new audio-visual corpus (speech and facial expres-
sion) in the form of dense dynamic 3-D face geometries. They
acquire high-quality data by working in a controlled environ-
ment and resort to video clips to induce affective states.
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