
In the early days of computers, computer 
oi^attons were hardwired—a particular 
pattern of on and off bits in an instruction 
turned particular circuits on or off. so that 
data could b® shifted from one place to 
another, two numbers could be added 
together, or control could be transferred to 
another portion of the program. As long as 
instructions were simple, this approach 
worked well. Digital Equlpnrvent Corp.'s 
PDPa minicomputer, for example, had a 
total of eight different kinds of instructk^n. 
each with variations for addressing mode 
and other details. But as computers' cen
tral processing units begin to ex^ute nrK)re 
complex ihstructions. the hardwired ap-
pri^ch Incomes nwre and more difficult to 
imptoment. DEC'S VAX-11 computers, for 
example, have over 300 "basic" instruc
tions, each with any number of addressing 
modes; building circuitry to implement 
those Instructtons directly would be im-
pc^sible. 

The VAX and the vast bulk of modern 
comjHJters use an alternative to hardwired 
instructton sets known as microcode-
low-level instructions that access the ac
tual registers, buses, and arlthmetlc-and-
logic units of a processor. Each machine in
struction corresponds to a sequence of 
microinstructions, so that adding the con
tents of two rmmory locations, for exam
ple, might require microinstructions to 
fetch the first memory location and place it 
in the ALU. set the ALU to pertomr) addition, 
fetch the second memory location and 
send it to the ALU, perfomr) the addition, 
and then send the sum to its destination. 
Some of the operations controlled by 
mk;r<K»de, such as fetches and additk>ns, 
can occur simultaneously. Because they 
control so many simultaneous actions, 
microcode instructions generally have 
many nrK>r0 bits than regular machine in
structions. However, this potential concur
rency also makes microoxle much nvore 
difficylt to write, since the programmer 
must keep track of myriad details and since 
many code combinations lead to impossi
ble results, such as loading a value into 
several roglsters simultaneously. 

In addltton to making complex-instruc
tion set computers possible to design and 
build. microoKJing also makes It possible 
for any number of computers with dispar
ate architectures to execute the same in
struction set: microcode sequences for any 
given Instruction match what the instruc
tion does to the hardware that Is actually 
available, if the memory holding the micro
code can be altered, then a computer's In
struct ton set can be changed by changing 
the microcode, or its functionality improv
ed as mtoroprogrammers wring out addi
tional performance, f^lcrocodlng has 
altowed IBM Corp. to build a series o* com-
puters (the 370 architecture) in which the 
latest model, the 308X. looks essentially 
the same to a program as th© original 370 
built in the late 1960s. 

One typical organization for a mlcrocod-
^ machine Involves an instruction decod
er that takes an incoming instruction and 
produces the starting address of the 
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microcode s^uence that executes It. As 
microcoding Itself becomes more complex, 
a number of Instructions may share some 
of the same microcode sequence. All in
structions that reference a stack, for exam
ple, would require the same microcode se
quence for fetching the stack pointer and 
Incrementing or decrementing it appropri
ately. To save space, the instruction 
decoder can be modified so that It pro
duces the starting address of a list of 
microroutlnes, each of which is executed In 
sequence. This approach is called either 
two-level microding or nanocoding. Given a 
complex enough Instruciion set, it might t>e 
possible to imagine a situation requiring 
yet another level of Indirection (picocod-
ing), but the performance cost cf such an 
approach could be considerable. 

Another approach is taken by advocates 
of the reducedinstruction-set computer, 
which executes only a few relatively simple 
instructions, but does so very quickly. The 
reasoning behind this approach Is that 
more complex Instruciion sets slow down 
the vast bulk of simple instructtons in the 
process of supporting seldonvused com
plex Instructions. Furthermore, by allowing 
the compiler direct access to the most fun
damental operations of a CPU, a reduced
instruction-set computer may let high-level 
languages be implemented more efficient
ly than if they had to use a fixed set of 
microcoded routines. 

Squaazing information 
Although the cost of computer memory 

drops constantly, most programmers still 
have to minimize the amount of memory 
used by programs and data. One of the 
typical methods of saving space is to 
eliminate unecessary information: for ex
ample, some programs store character 
strings In fixed-length arrays padded with 
blanks, while others indicate the number of 
characters at the beginning of each string. 
Encoding can further improve efficiency; 
the most common technique is run-length 
coding, in which a sequence of the same 
character is represented by a repeat code 
followed by a count and the character in
volved. Common multiple-character se 
quences can also encoded. 

Statistical measures of the predictability 
of text yield a measure known as entropy 
per character, which determines the mini
mum number of bits needed to encode a 
single character, achieving this minimum 
is generally possible only through socalled 
Huffman codes, which use variable num
bers of bits for different characters: only a 
few bits for common characters, and 
tonger sequences for characters used less 
often. Even rrwre compression can some 
times be attained by making a compressed 
list of all the words in a document and 
replacing the text with a list of pointers to 

words within the list. 
Compressing a text file to a fractton of 

its former length is not without its trade
offs. The time required for compression 
and decompression is one major factor, 
and the format of compressed data is 
another. Computer systems store Informa-
tton in fixed-length chunks, so that vari-
ablelength codes can be difficult to imple
ment. Thus, the amount of compression 
achievable is usually limited by algorithmic 
difficulties rather than by the statistical 
properties of the text. However, the sta
tistical properties of the text being com
pressed can be extremely significant under 
some circumstances. Any compression 
technique that uses more than 1 byte to en
code characters or character combina
tions may end up Inflating rather than com
pressing files whose statistics are different 
from those on which the compression algo
rithm is based. 

Sanding digital by analog 
Sending data over most telecommunica-
ttons lines requires that they first be con
verted from digital into analog fomn, b e 
cause, though on and off pulses may be 
useful for ringing telephones, they are not 
suitable for transmitting data. (The conver
sion of telephone transmission lines Into 
digital form will only help the computer 
with a direct link to the digital portion of the 
circuit; otherwise, the digital signal must 
be converted to analog, digitized for trans
mission, and converted back Into analog so 
that a modem can recover the digital signal 
at the other end.) One problem a pulse-
based link has is knowing when the 
machine on the other end has hung up, 
since a person at a temninal can send no 
data (as opposed to zeros) for an arbitrary 
period of time. Instead, particular frequen
cies are used to stand for ones and zeros in 
telephonebased communication. A modem 
using two tones can transmit Information 
as fast as the two tones can reliably be 
distinguished at the other end; the most 
severe constraint is that telephone lines 
only have a bandwidth of approximately 
3000 cycles per second, so that a tone se
quence that changes faster than that rate 
will not be properly transmitted. In fact, 
tone sequences must generally allow for 
several periods of a waveform to pass so 
that its frequency can be identified. 

The limited bandwidth of the telephone 
lines, coupled with the generous timing re
quirements of modem hardware, would 
seem to limit telephone transmission rates 
to a few hundred bits per second—300 
baud, for example. High speeds are 
generally achieved by abandoning ihe sim
ple on-off encoding of digital data and 
adopting multilevel schemes that transmit 
more than 1 bit at <» time: phase-shift key
ing, for example, uses four possible phase 
shifts to encode all the possible combina
tions of 2 bits in a signal-tone sequence. 
Finer-grained codes can compress even 
more bits into a single tone, but since the 
number of distinguishable signals needed 
grows exponentially with the number of 
bits encoded, multiple-bit encoding quickly 
b^omes unfeasible. 
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Dddx 
Compact-Logic-Tester 

COLT 300 

More Bang For ̂ur Bug 
Plug-Ins give you the ultimate in flexi-
bility 
Dolch's COLT/ATLAS concept is the most 
logical step into the future of logic analysis 
and digitiil test instrumentation. The 
integration of a general ρυφοβε computer 
with an instrumentation Plug-In creates 
the ultimate virtual instrument, providinq 
flexibility for today's debugging needs and 
expandability for tomorrow's logic testing. 

For more Information: 

Clreld No. 12 

Plug-Ins expand your logic analyzer 
power 
As a pioneer in the field of logic analyzers 
Dolch provides you with the most com 
plete range of logic analyzer plug-in 
m(xiules for state (48 chaimels) or timing 
(300MHz). /iP-dedicated analyzers 
provide vou with the nltiirinte U>gic analy
zer power, carefully tailored to fit the 
needs for all popular 8 or 16 hitters. 

Write or call for a demonstration today 
2029 0*Toole Avenue, San Jose, C A 95131 
(800)538-7506 (408)945-1881 fin California) 

Load up your COLT today and shoot 
down system bugs 
with Plug Ins now available for: 
Φ Logic Analysis 
® In-Circuit Emulation 
® Word Generation 
m Serial Data Analysis 
Φ In Circuit Testing 
® PAL/IFL Development 
@ KPROM Programming 
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triĉ  to Mynchionoiis 
terminal. As a bonus, the EC100 also performa error 
confection for any synchronous modem, limiting 
message errors to one every several years. 

Save on equipment investment and line charges 
putting your tenminals on a faster track. R>r 

details, phone 800/633-2252, ext 356. Universal Data 
Systems, 5000 Bradford Drive, Huntsvllle, AL 35805. 
Telephone 205/837-8100; TWX 810-726-2100, 

Universal Data Systems 
HiOrOMCMLA l ive . 

UDS modems are offered nationally by leading distributors. Call the nearest UDS office for distributor listings In your area 
D STRICT O F F I C E S Atlanla. G A 404/9982715 * SetJipvWA 206/4554429 · BtiM Β·ΙΙ, RA 215^3-2336 · Boston. MA, 617/8758868 · ColUfitbiM. OH, 
f Ά im 302^ · EiHil««wood. C O 303i694-6043 · Qimivi«w, IL 312/9988180 · Houston, TX, 713/988-5506 · HuntsviHs^ AL. 205/837^100 · Mountain Vlsii^ CA. 
4 r i - n . BtiogB, NJ 201/2519090 · Wcfisnteon.TX. 214^800002 · SHvsr Sprtng, MO 301/5870166 · Tampa, FL.813^84^15 · TUstln,CA. 714Λ6&8001 
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