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Coming Soon: ReSeaRCh in a Cloud

By Pam Frost Gorder

A trend is taking shape in the computing industry 
that could significantly change the way academic 
research is done. A few years from now, research-

ers who work with massive data sets might stop process-
ing their data locally and find themselves outsourcing the 
job to massive commercial data clusters. The US National 
Science Foundation (NSF) is working with Google, IBM, 
HP, Intel, and Yahoo to promote the development of tech-
nologies that will make these super-sized clusters—called 
computing clouds—amenable to research.

Whither the Cloud?
The computing cloud concept is so new that it has no set 
definition yet, but the term likely grew out of the way engi-
neers represent computer networks in diagrams (networks 
are often drawn as clouds). As more people use Web-based 
software applications for everyday activities such as email-
ing, blogging, and photo sharing, most of the action on the 
Internet is happening on networks far from users and their 
personal computers. It’s happening on the multi-acre com-
pounds of service providers such as Google, Yahoo, and 
Microsoft, where tens of thousands of servers share tera-
bytes of data. The sites are called data centers or server 
farms, and they’re large enough to effectively function as 
Webs of their own.

The average Internet user seems comfortable with the 
idea of server farms; most bloggers don’t know the physical 
location of their blog data, for instance. They just know 
that the blog is out there, somewhere, in a “cloud.” Could 
researchers be as comfortable with their own data being 
“out there, somewhere?” They might, given that the NSF’s 
Cluster Exploratory (CluE) initiative’s goal is to develop re-
sources that will make cloud computing easy and reliable.

To Jeannette Wing, assistant director for Computer 
& Information Science and Engineering at the NSF, the 
agency’s first cloud partnership is a case in point. Since 
February 2008, the NSF has been working with Google 
and IBM to turn an academic computing cluster into a re-
source for researchers.

“Here’s the beauty of the situation: we don’t even know 
where that cluster is. And it doesn’t matter,” Wing says. What 

does matter is that the cluster offers software and services 
that the scientific community would benefit from using.

A second NSF cluster project was announced in July, and 
it brought several other commercial giants into the mix: 
the Cloud Computing Testbed (CCT) at the University of 
Illinois, Urbana-Champaign, will be partially funded by 
HP, Intel, and Yahoo and will be one of the six “centers of 
excellence” comprising the larger international HP, Intel, 
Yahoo CCT.

In a sense, the research community has already uncon-
sciously moved toward solutions for data-intensive com-
puting, says Indranil Gupta, one of the CCT’s principal 
investigators. The testbed will focus on developing system 
software to make those solutions work for applications 
that draw on thousands of gigabytes or even hundreds of 
terabytes of data. “There are people who talk of petabytes 
and exabytes as well,” he adds. “When you have this huge 
amount of data, it completely changes the cluster manage-
ment problem from what it was before.”

NSF’s CluE initiative has awarded three research grants 
so far—to Carnegie Mellon University, Florida Interna-
tional University, and the University of Maryland, Col-
lege Park. These early projects are intended to initiate 
cluster research activities, as well as work out any logisti-
cal problems for accessing the equipment. As many as 10 
more grants might follow, up to US$500,000 each, and the 
agency is currently reviewing new proposals it received 
this summer.

The CluE program officer, James French, says that the 
NSF is “looking for projects that can extend the data-inten-
sive computing environment, or projects that are really only 
feasible using this platform. This is an enabling technology 
for projects that have previously been impractical or infea-
sible because of the volume of data needing to be analyzed.”

Wing echoes this sentiment, saying that good CluE 
projects would demonstrate new ways of using the cloud 
for scientific research or address new problems not already 
adequately served by other architectures.

A Cloud of Their Own
There’s no shortage of data-intensive research today. Most 
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notably, astronomy, climate science, microbiology, and 
particle physics suffer from an overabundance of data. The 
scientific community has long been pining for a powerful 
and well-maintained computing infrastructure, such as 
a worldwide computer grid, to support research. Experts 
have suggested that the grid currently supporting the Large 
Hadron Collider could be a potential candidate (“Physics 
Experiment Could Spawn Permanent Computing Grid,” 
CiSE, vol. 9, no. 6, 2007, pp. 5–8). But if CluE succeeds in 
making commercial computing clouds work for research, 
it could build a new kind of bridge between academia and 
the private sector.

How would such an arrangement work? Theoretical-
ly—in daily research practice, anyway—cloud computing 
wouldn’t feel all that different from more familiar forms 
of data-intensive computing. For example, when NASA 
releases new satellite data today, a climate scientist might 
download a subset of that data to a supercomputer cen-
ter where her university has an account. She’ll run ap-
plications to process the data remotely, and she’ll know 
where her data are, insofar as she knows where the su-
percomputer center is. Or she might process the data on 
a grid, where—again—applications will process the data 
remotely. And she knows that her data are somehow dis-
tributed among university facilities that are part of that 
particular grid.

With cloud computing, she would still process her data 
remotely, but she wouldn’t know where the data were stored 
or where the processing was actually happening. Wing says 
the experience would feel nearly identical, except that the 
data processing will go much faster, for two reasons. First, 
clouds store data very close to the processors, so there’s no 
transfer delay. Second, clouds are made to analyze massive 
amounts of data in parallel.

She offered an example: “Rather than have one in-
stance of a huge data set that you access periodically 
from a single computer, you can partition this data set 
into 100,000 chunks, and store each partition right next 
to its own processor. Then you can do a computation in 
parallel over 100,000 machines, instead of sequentially 
on one machine.”

The researcher wouldn’t be aware of what was happen-
ing, explained the CCT’s Gupta. Middleware and software 
will manage the experience. “Data can be located on mul-
tiple machines, but to the end user who is trying to query 
the data, it will all look like one,” he says.

Each type of computer, be it a supercomputer, grid, or 
cluster computer, is natural for some kinds of applica-

tions. Wing suggests that the scientific community can 
take a step back and ask, “Which architecture is best 
suited to my application?” Because of all the data-inten-
sive computational needs that scientists currently have, a 
cluster computer might very well be the best architectural 
choice. It’s a great opportunity for the computer science 
community to come together with the other science dis-
ciplines to get the most from this new kind of computing 
configuration, she says.

A Matter of Trust
One issue that will have to be addressed is data provenance. 
Researchers will want to be sure that the data they’re ac-
cessing are the right data, and when necessary, they’ll want 
to protect sensitive or proprietary information.

Government policy makers are just beginning to catch 
up to the issue of cloud data security for the general pub-
lic. In September 2008, the Pew Internet and American 
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Life project released a study that found that nearly 70 
percent of Americans who use the Internet use some 
form of cloud computing—mostly for email service and 
photo sharing.

The report was released in Washington, D.C., during a 
Google policy forum. Panelist Michael R. Nelson, a visit-
ing professor at the Center for Communication, Culture, 
and Technology at Georgetown University and former 
technology policy advisor to President Clinton, com-
mented that cloud computing is “as important as the Web 
was 15 years ago,” while Ari Schwartz, vice president of 
the Center for Democracy and Technology, added that the 
government will have to address users’ expectations of pri-
vacy as cloud computing continues to grow (The Los Ange-

les Times, 12 September 2008; http://latimesblogs.latimes.
com/technology/2008/09/most-web-users.html).

Wing acknowledged that researchers might have diffi-
culty with the idea of data security when they don’t know 
where their data are located. “But there’s definitely a trust 
relationship between the user and the provider of the cloud 
service,” she says. “As researchers, we’re still working out 
those kinds of issues.”

To guarantee that data are correct, cloud providers 
would have to be in control of all the sources of data that 
users are sifting through, says Roy Campbell, coprincipal 
investigator of the CCT, and it’s not clear how that would 
be done. Solving this problem will “breed a whole new sort 
of activity about data provenance, and make data prove-

Molecular DynaMics on 
Graphic processinG units: 
hooMD to the rescue

By Joshua A. Anderson and Alex Travesset

The insatiable sophistication of video games over the 
past decade has fueled a demand for powerful and fast 

graphic processing units (GPUs). Although GPUs provided 
huge opportunities for scientific applications early on, the 
considerable difficulties in programming them discour-
aged broad implementation. This landscape dramatically 
changed in Spring 2007 when Nvidia released the compute 
unified device architecture (CUDA; http://developer.nvidia.
com/object/cuda.html), which provides low-level hardware 
access to GPUs via the C language, unleashing the possibili-
ties of GPU computing to the scientific community.

what makes GPUs so powerful? In a typical CPU 
architecture, transistors are specialized to perform data 
processing as well as data caching and flow control. A 
GPU is designed to perform a large number of highly 
parallel instructions as quickly as possible. Therefore, the 
GPU architecture must maximize the number of transistors 
devoted to performing data processing at the expense 
of those that perform data caching and flow control. In 
simple terms, the GPU’s traditional job is to render images 
represented as 2D arrays of independently calculated 
pixels. These arrays require relatively modest storage and 
little manipulation but must be processed as fast and 
efficiently as possible. GPU computing with CUDA uses 
the same parallel hardware, but instead of drawing pixels, 
performs integer and floating-point operations in millions 
of independent threads.

For these reasons, scientific applications—such as mo-
lecular dynamics (MD) simulations,1 which can be execut-
ed as data-parallel computations with a high arithmetic 

density—are particularly well suited for the GPU. In MD 
simulations, N particles are evolved through time accord-
ing to Newton’s equations of motion. Positions and veloci-
ties at the next time step depend only on those from the 
previous step. Therefore, MD can be cast as a data-parallel 
calculation with at least N parallel threads.

However, implementing MD on a GPU isn’t as straight-
forward as it might appear. In any realistic MD simulation, 
each particle interacts with the remaining N – 1 particles. 
This O(N2) cost in computational time is prohibitively 
large in most applications, and methods exist to avoid it. 
If the interaction potential between particles is sufficiently 
short-ranged, as is the case in a variety of relevant scientific 
applications, it’s possible to truncate the potential so that 
particle interactions beyond a certain distance rcut can be 
ignored. Each integration step can then be computed with 
O(N) operations. Similar methods also exist for long-range 
potentials. The price to pay for such a drastic speedup is 
that a neighborlist—a bookkeeping of which particles are 
close to one another—is needed at each time step. Imple-
menting the neighborlist in the GPU presents a significant 
challenge, but we’ve developed efficient solutions,2 as has 
J.A. van Meel and colleagues.3

Our early GPU implementation,2 dubbed HOOMD for 
highly optimized objected-oriented MD and freely avail-
able under an open source license, showed spectacular 
speedups compared with traditional distributed memory 
clusters. It became clear that making GPU MD available 
for general users was well worth the effort. This goal 
reached an important milestone on 13 August 2008, when 
we released HOOMD v0.7.0. Besides several additional 
features, HOOMD’s most important facility is a scripting 
system that makes configuring and running MD simula-
tions available to general users. Figure 1 shows a HOOMD 
script that runs a standard Lennard-Jones MD simulation. 
Other examples are described in the tutorial provided 
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nance more important.” He predicts 
that statistics will be applied to show 
where the data are coming from and 
ensure data validity.

Cloud Semantics
Much of cloud computing these days 
involves superficial Web searching, 
Campbell says, and scientists are 
interested in going deeper—under-
standing natural language, for in-
stance, or using Web content to aid 
machine learning. “That’s clearly the 
next step in Web searches—organiz-
ing things and looking at this data 
with a deeper understanding.”

At Carnegie Mellon, a CluE-
funded project grew out of efforts 
to build Web databases for intelli-
gent language tutoring. Computer 
scientist Jamie Callan explains that 
a computer can help people learn 
languages by offering them read-
ing material that they’re interested 
in, tailored to suit their language 
level. Because computers aren’t good 
at generating meaningful language 
texts on the fly, his team harvests 
documents from the Web and fil-
ters them for grammar and content. 
Out of every 1,000 documents they 
collect, they might discard all but 
one or two. When they first began 
the project, their software sifted 
through Web pages on a small num-
ber of student computers, a process 
he calls “a real pain in the neck. We 
ran computers for months collecting 
documents and filtering them down, 
and we never had a large enough 
data set.”

Then they took the project to Ya-
hoo’s M45 academic cluster. They col-
lected 200 million documents in less 
than two months, and reduced them 
to a database of roughly 6 million that 
could be used in the classroom.

“Once we had access to this big data 

set, we realized we could do all sorts 
of things that we couldn’t do before,” 
he says. “We became interested in 
whether we could create a large Web 
data set that could be broadly shared 
with the research community. We’ll 
use the Google–IBM cluster to do 
that.” Other researchers will be able 
to use the database to do text mining, 
as Callan’s group did, while his team 
will use it to explore ways of improv-
ing search efficiency. The goal this 
time is to gather a billion documents 
and index them by subject to make 
searching faster. Then users could 
perform a targeted search of only a 
small subset of the database, but get 
results that were just as accurate as if 
they had searched the whole thing.

With Callan’s indexing, clouds 
could compute results faster and use 
less electricity. That’s a big deal, since 
a typical server farm might consume 
up to 100 watts of electricity per 
square foot, and the newest generation 
of densely-packed server farms—such 
as the four that Microsoft is currently 
constructing in Iowa, Illinois, Texas, 
and Washington—could consume 
thousands of watts per square foot. 
According to BusinessWeek, reducing 
power consumption in a typical data 
center by 25 percent could result in 
US$4.5 million a year in savings (“It’s 
Too Darn Hot,” 20 March 2008; www. 
businessweek.com/magazine/content/ 
08_13/b4077060400752.htm).

The ability to search cloud data 
will spur some changes that are al-
ready under way in computer science, 
Campbell says. There’s a “human ele-
ment” to computation, as exemplified 
by Google. When users query Google, 
they get a list of results ranked in part 
by user interest. “You’re factoring 
in a human element, and assuming 
that the human element is doing the 
right thing,” he says. “For scientists, 
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it’s difficult to think about how to accommodate these is-
sues in experiments, but it’s moving the whole of this area 
toward the social sciences—psychology, as well as other 
disciplines.”

Wing agrees that cloud computing will enable research-
ers to look at data in new ways. “You can explore new kinds 
of questions in a cloud,” she says, “that you wouldn’t dare 
to on a supercomputer.” 

Pam Frost Gorder is a freelance science writer based in Columbus, 

Ohio.

at the HOOMD web page (www.ameslab.gov/hoomd). 
Typical simulations in HOOMD with a single GTX 280 GPU 
perform at a level equivalent to the computer power of a 
42-core computer cluster.

GPUs are powerful yet small, easy to maintain, consume 
less energy, and are much cheaper than CPU clusters. In 
addition, only a simple graphic card upgrade can convert 
nearly any computer desktop to the equivalent of a 42-core 
cluster. Over the past five years, the computational horse-

power and memory bandwidth of GPUs has grown at a 
much faster rate than CPUs, so we expect GPUs to be even 
more efficient than their CPU counterparts in the future. 
For all these reasons, it’s inevitable that GPU computing 
will soon become the commonplace solution for small and 
medium MD simulations and other scientific applications.
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1.

2.

3.

from hoomd_script import *

# create 100 random particles of name A

init.create_random(N=100, phi_p=0.01, name=’A’)

# specify Lennard-Jones interactions between 

particle pairs

lj = pair.lj(r_cut=3.0)

lj.pair_coeff.set(‘A’, ‘A’, epsilon=1.0, 

sigma=1.0, alpha=1.0)

# integrate at constant temperature

integrate.nvt(dt=0.005, T=1.2, tau=0.5)

# run 10,000 time steps

run(10e3)

Figure 1. A HOOMD script to run a molecular dynamics simulation 

of a Lennard-Jones liquid. The second and third commands specify 

the cut-off’s value that determines the neighborlist and sets the 

coefficients for the Lennard-Jones potentials. The second to last 

command specifies the integration step as well as the necessary 

parameters for setting up the thermostat. The last command 

runs the simulation for 103 steps. Computer-savvy readers might 

recognize that the HOOMD scripts are written in Python.
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