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Abstract: Name ambiguity is a critical problem in many applications, in particular in online bibliography sys-

tems, such as DBLP, ACM, and CiteSeerx. Despite the many studies, this problem is still not resolved and is 

becoming even more serious, especially with the increasing popularity of Web 2.0. This paper addresses the 

problem in the academic researcher social network ArnetMiner using a supervised method for exploiting all 

side information including co-author, organization, paper citation, title similarity, author’s homepage, web 

constraint, and user feedback. The method automatically determines the person number k. Tests on the re-

searcher social network with up to 100 different names show that the method significantly outperforms the 

baseline method using an unsupervised attribute-augmented graph clustering algorithm.  
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Introduction 

When people search for their own papers in different 
search engines, they sometimes cannot find their own 
papers because they are included in someone else’s 
publication lists, or someone else’s papers are in their 
publication list. In both circumstances, one possible 
cause is that the authors share the same names. Also, 
one person may have several different names, due to 
name abbreviations and misspellings.   

Most search engines have not done well        

distinguishing between different authors who share the 
same name. However people need accurate searches 
for their own papers. Name disambiguation is needed 
to improve the search performance. For example, when 
searching for a name in DBLP it gives all the papers 
owned by “this name”, and actually includes the papers 
owned by several different people. Examples show that 
only about 26 out of 100 papers are actually owned by 
one person.   

This confusion is quite important when evaluating 
faculty publications or investigating an author’s impact 
when accurate judgments are difficult because of the 
difficulty in finding the papers owned by one person. 
This also happens when establishing a social network 
or finding connections between people. Searches can 
connect two people who do not have any relationship. 
For example, Chun Chen has a paper coauthored with 
Bing Liu, while Robert L. Grossman also has a coau-
thor Bing Liu. However, if the two “Bing Liu” are not 
the same, then there is probably no relationship be-
tween Chun Chen and Robert L. Grossman.   

The solution to this problem is referred to as “name     
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disambiguation” where information from papers (such 
as coauthors, citations, PDF source information, and 
titles) is used to distinguish different people who share 
the same name. When there are many papers (from 
about 100 to 800) owned by the same name, informa-
tion extracted from the Internet can be used to cluster 
the papers that are actually owned by one person and 
distinguish papers that are written by different people.   

People intuitively solve this problem by thinking 
that if two papers have the same coauthor, then they 
must be written by the same person. The authors’ or-
ganization can also provide very useful information. 
The coauthor information can be very helpful, but can 
only cluster a fraction of all papers. Also, coauthor 
information can be inaccurate, e.g., Jing Zhang can 
refer to many people. Also, the author’s organization 
information is not always available (especially papers 
published long ago) with 48% of papers not having 
organization information[1].  

Several approaches have been proposed for name 
disambiguation in different domains, such as disam-
biguation on Encyclopedic Knowledge or Wikipedia 
Data[2,3], Citations[4-7], Web Pages[8,9], Email data[10], 
and Internet Movie Database[11]. 

Cucerzan[3] presented a large-scale system for the 
recognition and semantic disambiguation of named 
entities based on information extracted from Wikipedia 
and Web search results. Bunescu and Pasco[2] trained a 
disambiguation support vector machine (SVM) kernel 
to exploit the high coverage and rich structure of the 
knowledge encoded in an online encyclopedia. 

Han et al.[5] proposed an unsupervised learning ap-
proach using the K-way spectral clustering method. 
They studied two types of feature weights, the usual 
“TFIDF” and the normalized “TF” (“NTF”). Then, 
they calculated a Gram matrix for each name dataset 
and applied the K-way spectral clustering algorithm to 
the Gram matrix to get their result. Tan et al.[6] devel-
oped a search engine based on a clustering method. 
They represented the features of each citation as rele-
vant URLs from the search engine and weighted each 
citation by its IHF. Then, they computed the pair wise 
similarity of two citations using cosine similarity with 
hierarchical agglomerative clustering to derive the fi-
nal cluster. 

Two supervised methods in Han et al.[4] used super-
vised learning approaches to disambiguate authors in 

citations. One approach used the Naive Bayes prob-
ability model which is a generative model that captures 
all the authors’ writing patterns using only positive 
training citations while the other approaches used 
SVM and the vector space representation of the cita-
tions with a discriminative model learning from both 
positive and negative training citations to distinguish 
between different authors’ citations. Therefore, both 
models will predict whether a new citation belongs to a 
certain author. However, one drawback of supervised 
methods is their limited scalability with such features. 
Also, the training of thousands of models for all indi-
viduals in a large digital library is impractical. Elma-
cioglu et al.[12] presented a similar method.  

Zhang et al.[13] proposed a constraint-based prob-
abilistic model for semi-supervised name disambigua-
tion. They formalized the name disambiguation prob-
lem into a constraint based probabilistic framework 
using Hidden Markov Random Fields. Then, they de-
fined six types of constraints and employed the EM 
algorithm to learn the different distance metrics for 
different people.  

Other methods have utilized unsupervised clustering. 
Mann and Yarowsky[9] used an unsupervised clustering 
method over the feature space of biographic facts. 
Wang et al.[14] proposed an approach for finding atomic 
clusters to improve the performance of existing clus-
ter-based methods, but this cannot be expanded to un-
known names, because the number of atomic clusters 
is predefined based on the answer. If the annotated 
answer is not known, the improvement will be limited. 

Tang et al.[15] proposed an approach to extract aca-
demic information from intranets and how to filter 
noise.  

This paper describes a combination of different ap-
proaches, Co-Author, Co-Org, Citation, Digital-Lib, 
Title Similarity, PDF File, and Homepage. In addition, 
to make accurate final decisions in spite of some inac-
curate information, these features are combined using 
perceptions to adjust the weights of different features, 
instead of simply merging them together.   

The coauthor and organization information are most 
useful; although still inadequate in most cases. Tests 
show that citations are also very useful. The citations 
were divided into self-citations, where a person cites 
his/her own paper, which are clustered together and 
double citations, i.e., in paper 1 person A has coauthor 
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B and in paper 2 person A cites a paper which has au-
thor B, which are clustered together. This is useful be-
cause B may be the major professor of A, and A will 
probably cite B in the future, even after graduation. 
Google searches were also used as a feature since two 
papers by the same person will appear on the same 
web page (after filtering out most of the noise pages), 
which can be found using Google Engine. 

Similar titles may also indicate a relationship. Some 
papers lacking all the other features can only be clus-
tered using title similarity. This idea is based on the 
assumption that one person probably has only one field 
of study which will be very different from those with 
identical names. For example, two titles with the same 
words “Component-Oriented Phased Array Radars” 
have a large probability that they are owned by one 
person. However, this may also introduce some errors, 
like two people doing “software engineering” at the 
same time. A TFIDF model was used to calculate the 
similarity, which is quite effective.  

PDF files are also useful because they contain much 
information that cannot be found on the Internet. The 
problem is, however, that PDF files are difficult to 
download and programs searching for organization 
information can only search for the known organiza-
tion to see whether it appears in the file, which is not 
very accurate or effective. Regardless, this still helps to 
improve the accuracy.  

Homepages are also useful features that are very 
helpful but hard to find. Publication pages are most 
useful but they have many forms, so they are not easily 
found. Publication list pages can cluster many papers 
that cannot be clustered by merely using the other   
features. 

Other approaches such as journals or conferences 
names (jConf) are not accurate and are difficult to ob-
tain. About 40% of the resumes can be found for a 
given set of names, and they are all in publication lists 
or homepages. Since the homepage is already difficult 
to find, resumes (especially in the PHD format) are not 
used here.  

1  Name Disambiguation 
1.1  Problem definition 

First of all, some formal notation is introduced for 
name disambiguation. 

Given an author name a, let P denote the set of pa-
pers owned by this name, that is, 1 2{ , , , }nP p p p=  
where n is the total number. Each paper (1 )ip i n  
has the 6 attributes listed in Table 1. 

Table 1  Attributes for each paper pi 

Attribute Description 

pi.author Author list for paper (0) (1) ( ),{ ,  , , }m
i i i ip a a a

pi.reference Reference list for paper pi 
pi.title Title of paper pi 
pi.jconf Published venue of paper pi 
pi.year Published year of paper pi 
pi.content Content of paper pi 
Among these six attributes, pi .authors, pi .title, 

pi.jconf, and pi.year are always available for all the 
papers, while pi.references might be only partially 
available for each paper and pi.content is available for 
only some papers. The first author, (0) ,ia  is used as 
the primary author, and the others as the secondary 
authors. Besides the paper attributes, the author’s or-
ganization a.organization is also used. 

The name disambiguation task is as follows: Given 
an author name, a, and the paper list 

1 2{ , , , },nP p p p=  
if there are m different persons 1 2{ , , , }mt t t  sharing this 
name, then the task is to assign each publication pi to 
its “owner” (1 )jt j m , who actually wrote this paper.  

1.2  Feature definition 

There is much information which can be utilized for 
name disambiguation. First, define a set of features to 
be exploited for each paper pair ( ,  )i jp p  for a given 
author name, a, as  

1 2{ , , , }kR r r r= , 
where each ri denotes one feature capturing one rela-
tionship between papers pi and pj. 

The seven different features as shown in Table 2 will 
be explained in the next subsection. 

All the features are defined over all the papers shar-
ing the same primary author. For each feature in Table 
2, the feature value is binary, that is, if the description 
is true, then the value is 1; otherwise 0. If the feature 
value is 1, then that feature indicates that the two pa-
pers are probably written by the same author. 

These features were chosen to simulate how humans 
think. A person having two papers will judge whether 
they are written by the same author using the same 
features. 
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Table 2  Feature definition for paper pair (pi , pj) 

R Feature  Description 
r1 Co_Author Exist ( ) ( ), 0, u v

i ju v a a> =  
r2 Co-Org ai.organization= aj.organization 
r3 Citation pi and pj has citation links 
r4 Title-Similarity ai.title and aj.title are similar 
r5 Homepage pi and pj appear in someone’s homepage 
r6 Digital-Lib pi and pj appear in the same Apringer/

Citeseerx page  
r7 PDF File ai.organization appears on the PDF format 

file for pj and vice-versa 
r8 Co-Conference pi.jconf = pi.jconf 
r9 Resume pi and pj appear together in someone’s 

resume 
 

1.3  Feature analysis 

Co-Author  The feature value is 1 if pi and pj share a 
secondary author, otherwise 0. 

The reason to define such a feature is that people 
prefer to write papers with a certain group of coauthors 
with similar expertise or who work nearby while other 
people with the same name are unlikely to have the 
same coauthors. Thus, the system tries to disambiguate 
a name by the people around them. 

The Co-Author feature first checks the secondary 
author sets of pi and pj to see whether they share the 
same author name. That is, the system checks the two 
sets ( ){ }u

ia and ( ){ }v
ia where , 0,u v > and if , , u

iu v a∃ =    
,v

ia  then papers pi and pj are probably written by the 
same author.  

As described in the introduction, this method may 
introduce some errors, since the co-authors u

ia  and v
ia  

may be different people with the same name. 
Co-Org  The feature value is 1 if the primary au-

thors of papers pi and pj are from the same organization; 
otherwise, it is 0. 

The reasoning is that if the two primary authors of 
two papers have the same name and are from the same 
organization, then these two papers are probably writ-
ten by the same author. 

This should be quite easy to check whether     
(0) .ia organization and (0) .ja organization are the same. 

However, there are various ways to write the address 
for an organization. For example, those four addresses: 
(1) Computer Science Department, Brigham Young 
University, Provo, UT 84602-6576, (2) Computer   

Science Department, Brigham Young University, 
Provo, UT 84602-6576, USA, (3) Brigham Young 
Univ. Provo, Provo, and (4) Brigham Young University 
actually stand for the same organization even though 
they are different. 

Furthermore, similar addresses may actually repre-
sent different organizations. For example, (1) Dept. of 
Computer Science, Tsinghua University, Beijing 
100084, China, and (2) Dept. of Autom., Tsinghua 
Univ., Beijing 100084, China, represent two different 
departments of Tsinghua University. Therefore, an Ad-
dress-Extraction method was developed to solve this 
problem. Usually an address consists of several 
phrases. The Address-Extraction method tries to divide 
an address into eight levels as shown in Table 3. 

Table 3  Address phase level 

Level Level name Example 
1 Country USA, China, Singapore  
2 City Beijing, Salt Lake City, New York
3 Company American Can Company 
4 University City University of Hong Kong 
5 School School of EECS 
6 Department Department of Psychiatry 
7 College College of Mechanical 
8 Laboratory DoCoMo USA Labs 

 

Then the address is represented as a vector: 1Org{level , 
2 3level , , level }. For example, Computer Science De-

partment, Brigham Young University, Provo, UT 
84602-6576, USA, can be represented as {USA, UT, 
null, Brigham Young University, null, Computer Sci-
ence Department, null, null}. Then two addresses O1 
and O2 stand for the same organization if they satisfy: 

2

2

2

(1)! that .level .level ,when .level null
and .level null;
(2)! , {1,2, ,8} such that .level null
and .level null.

i i i i i

i

i i

i

i O O O
O
i j O

O

∃   ≠  ≠  

 ≠

∃ ∈  ≠

 ≠

 

Citation  The feature value is 1 if there is a direct 
or indirect citation between the papers pi and pj ; oth-
erwise, it is 0. 

The reasoning is that a researcher is more likely to 
cite his own papers or those written by his coauthors. 
For example, once a student has coauthored a paper 
with his professor, then he will probably cite this paper 
or other papers written by his professor in the future 
(even after he has graduated). 

This Citation feature takes into consideration two 
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kinds of citations between two papers pi and pj. 
(1) Direct citations  Direct citations occur when 

one paper cites another paper, that is, pi cites pj. For 
this kind citation, the system merely searches 
pi.references to check whether pi cites pj. 

(2) Indirect citations  The system looks for two 
step indirect citations where pi cites a third paper pq 
which has an author called b and b is one of the sec-
ondary authors of pj. Then, there is an indirect citation 
between pi and pj. For instance, consider two papers 
written by Michael Gleicher. Let p1 denote the paper 
“Constraint-based motion adaptation”, and p2 denote 
“Texture-consistent shadow removal”. There is then a 
third paper p3, “Multiple animated characters motion 
fusion”, which cites p1 and contains Feng Liu as an 
author who is also a secondary author of p2. Therefore, 
papers p1 and p2 are probably written by the same   
author. 

Title Similarity  The feature value is 1 if the title 
similarity between two papers pi and pj is larger than a 
threshold Sim(pi.title, pj.title)>γ); otherwise, the value 
is 0.  

The reasoning is that the topic (research interest) of 
one author will most likely be very different from other 
people with the same name. For example, two titles 
with the same words “Component-oriented phased ar-
ray radars” have a high probability of being written by 
the same author. 

The Title-Similarity feature uses the TF/IDF model 
to calculate the title similarity. 

First, a stop list is used to filter out frequent words 
like “for”, “and”, and “or”. Then all the words of all 
the titles are added to set 1 2{ ,  , , }nS d d d= after fil-
tering. Then 

Sim( .title, .title) cos( , )i j i jp p = vec vec     (1) 

where 1 2 ,[ , , , ]i i i inf f f=vec  is the feature vector of 
paper i. Let N denote the total number of titles, Nk de-
note the number of titles having dk appearances, and tik 
denote the times having dk in pi.title. Then define 

logik ik
k

Nf t
N

⎛ ⎞= ⎜ ⎟
⎝ ⎠

∙ . 

The title similarity is calculated in this way since 
when two titles share more words which occur less 
frequently in all titles, then these words are “unique” 
or “representative” and the two titles are similar. 

However, this may also introduce some errors, as in 
the case when two people do research work on    

“Software Engineering” and “Software Engineering” 
appears only two times in all the titles. 

The parameter γ is chosen using cross-validation. A 
small γ improves the recall but lowers the precision, 
because it clusters a certain amount of papers that 
cannot be clustered by other features. However, a small 
γ can increase errors as in the “Software Engineering” 
example. 

Homepage  The feature value is 1 if two papers 
appear on an author’s homepage; otherwise, the value 
is 0. 

The reasoning is that the author will list all his pa-
pers on his homepage, which will show whether these 
two papers are his. The Homepage feature first auto-
matically searches for publication pages from the au-
thors’ homepages, then searches for the titles of the 
two papers in the publication lists. If the titles of the 
two papers appear on the same page then the two pa-
pers are probably written by the same author. 

Preliminary statistics show that 64.9 percent of au-
thors’ homepages are found by the algorithm. Tests 
then show that this feature significantly improves the 
performance. For example, disambiguating the name 
“Thomas Wolf” with the help of the homepage of 
Thomas Wolf at Brock University significantly im-
proves the recall from 10.31% to 64.40%. 

Digital-Lib  The feature value is 1 if two papers 
appear on the same Springer or CiteSeerx web page; 
otherwise, the value is 0. 

The reasoning is that when two papers with the same 
primary author appear on the same digital library web 
page (only the Springer or CiteSeerx web pages were 
used.), that is, these two papers are cited by a third pa-
per, then the two papers are probably about the same 
topic. Moreover, because they have the same primary 
author, these two papers are probably written by the 
same author. 

The Digital-Lib feature uses Google to generate the 
feature using “pi.title pj.title Springer" or “pi.title 
pj.title CiteSeerx” as queries for Google searches. If 
one digital library web page is found containing these 
two titles, then the feature value is 1. 

The biggest drawback of this feature is that it is very 
time-consuming to search for every pair of papers in 
Google. To reduce the cost, other features are used to 
first select the most disambiguated paper pairs before 
searching Google. 
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PDF File The feature value is 1 if (0) .ia organization 
appears in the PDF file for paper pj ; otherwise, the 
value is 0. 

The reasoning is that most PDF files contain infor-
mation about the authors such as organization name 
and address. Thus, when the organization information 
for an author cannot be found from other web pages, it 
may be found in the file properties. 

However, this approach for getting the affiliation of 
an author is very difficult and there is yet no efficient 
method for this. 

The PDF File feature gets the first l letters from the 
PDF format file of one publication and tests whether 
those letters contain the first author’s organization 
from another publication. If so, the system clusters 
those two papers. 

The system uses 3000,l =  which is generally large 
enough to identify the author’s organization from the 
PDF file. 

The key difficulty in matching an organization’s 

name in the first l letters is that this requires conver-
sion of the PDF format into a TXT file, where the file 
may have some unrecognizable codes, which will con-
fuse the matcher. Thus, the system must first remove 
these codes to achieve the correct transformation. 

In addition, the result may match the organization of 
a secondary author in the first publication, rather than 
the intended author. 

This method is very useful when other features are 
not effective, but it works only when the PDF file is 
available for a publication and the organization infor-
mation is also available. 

Co-Conference  The feature value is 1 if papers pi 
and pj are published in the same journal or conference; 
otherwise, the value is 0. Here, if two papers are pub-
lished at one conference with the same author, then 
these two papers probably belong to one author. 

However, preliminary tests show that this feature is 
not as effective as expected. For example, for the name 
“Philip J. Smith”, the Co-jConf precision is 85.7%, 
which is much less than 100% and its recall is only 
3.6%, which means this feature does not contribute 
much to the algorithm. Similarly, the precision for 
“Feng Liu” using Co-jConf is only 46.9% and the re-
call is 6.51%. 

Resume  The feature value is 1 if the titles of the 
two papers are included in the same resume; otherwise, 
its value is 0. Thus, titles in the same resume are    

clustered together. The system converts the resume 
which is normally a PDF file into text file and then 
searches for two titles in this text. Resumes, like home-
pages, can be quite useful. Sometimes resumes are 
even more helpful since people tend to put more de-
tailed information about their own publication into 
their resume, while homepages often have just a few 
representative publications. 

An author’s resume normally contains all his infor-
mation such as his publication list and organization 
changes. Thus, this is very useful for disambiguating 
people by providing complementary information to the 
other features. For example, if two authors have the same 
name, the same research interests, but different organi-
zations, then his work experience in his resume will list 
his organization changes track which can be used to 
further identify whether the names are the same person. 

However, resumes cannot be easily found. Tests 
found about 40% of the desired resumes all in publica-
tion lists or homepages. Since the homepage is already 
difficult to locate, the resumes (especially in the PDF 
format) were not used as this algorithm. 

Summary  Since jconf is not accurate and resumes 
are hard to find, only 7 features, Co-Author, Co-Org, 
Citation, Digital-Lib, Title-Similarity, PDF-Content, 
and Homepage, r1 to r7 were used.  

2 Algorithm 

The algorithm first needs enough samples for training 
from various pairs of papers with all or some of the 7 
features. Then, the features are transformed into   
number pairs, as the inputs to the perceptrons as shown 
in Fig. 1, where 1 2[ , , , ]Nw w w=w  is weights of    
features. 

 
Fig. 1  Use of perceptron in name disambiguation 

The number of features determines the number of 
inputs N, and the number of outputs is 2M = , either 
+1(represents the same cluster) or −1(represents   
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different clusters). Besides the features, constraints are 
also used to force the output to be +1, which means 
that the system is very confident about the results of 
these constraints. 

The perceptron analyses the input x using ŷ =   
T ,x b+ω  where ŷ is the output. 
The objective function is defined as 

true 21 ˆ|| ||
3

L y y= −              (2) 

The weights are adjusted to minimize this objective 
function. Then, compute 

true( ) ˆ ˆ( ( ))( ( ))
i

L n y y n y n
w

∂ ′= − −
∂

        (3) 

as the estimate of the gradient. Then,  
T

1

ˆ
n

i i
i

y b x w b
=

= + = +∑w x           (4) 

From Eq. (4) we can get ˆ ( ) ( )iy n x n′ = . 
Defing η as the learning rate, then each time the out-

put ŷ is computed, the weights are updated as 
( )( )

i

i
w

L nDw n η ∂
= −

∂
             (5) 

So after the n-th iteration, 
true ˆ( 1) ( ) ( ) ( ) ( ( )) ( )i i i i iw n w n w n w n y y n x nη+ = + Δ = + −

(6) 
Or a momentum constant α  can be added to memo-
rize the old weights:  

true ˆ( 1) ( ) ( ( )) ( ) ( )i i i iw n w n y y n x n w nη α+ = + − + . 
This corresponds to the objective function: 

true 2 21 1ˆ|| || || ||
2 2

L y y wλ= − + ∙  

The stopping criteria is the maximum number of itera-
tions on the change in the objective function which is 
sufficiently small in an epoch. The algorithm pseudo 
code is shown as follows. 

Algorithm  
Input: Samples with N features ; 
Output: result +1 or −1; 
Initialization: w←1; 
For each input sample, repeat: 

Compute the output ŷ=wTx+b; 
According to the error, adjust the weight: 
wi(n+1) ← wi(n)+η(ytrue− ŷ(n))xi(n) 

Until the stopping criteria is reached. 
Compute the output of the perceptron. 
Combine the constraints with the output: 
if none of the constraints say the output should be +1 
    then result = sgn(output); 
else 
    result = +1 

The constraints which can force the output to be +1 
are inputs, but without any weights. If at least one of 
the constraints say the output should be +1, regardless 
of the output of the perceptrons, the output is set to +1. 

3  Test 

The algorithm is very general and can effectively solve 
the author names disambiguation problem. This section 
describes an empirical study to test the algorithm’s 
effectiveness. 

3.1  Tests 

Data sets  The algorithm can be applied to various 
data sets. The initial tests need Arnetminer.org[15], 
which collects academic publication data from four 
different online digital library data sets: the DBLP, 
IEEE, ACM, and Springer databases. 
z DBLP. 1 300 000 publications. 
z IEEE. 450 223 publications from www.ieee.org. 
z ACM. 1 343 442 publications, 3 687 675 citation 

relationships, with 585 826 publications added to the 
DBLP data set. 
z Springer. 
The data set used for the name disambiguation in-

cluded 1 645 632 authors, 2 306 521 publications, and 
1 343 442 citations. The tests focused on assigning 
papers to authors with identical names. 

The algorithm was tested on 41 real names in the 
DBLP database. 20 human annotators were used to 
separate the papers with each paper labeled with a 
number indicating the actual author. The labeling was 
based on all the selection information including cita-
tion, coauthor, organization, and conference name. The 
remaining disagreements on the annotations were re-
solved using “majority voting”. The 41 names are 
listed in Table 4, together with the number of authors 
and the number of papers and the authors having the 
most papers and the authors having least number of 
papers. 

Evaluation measures  Pair-wise measures were 
used to evaluate the name disambiguation results and 
for comparison with baseline methods. The pair-wise 
measures were based on traditional information re-
trieval measures adapted for evaluating disambiguation. 
The disambiguation result of paper pairs has two kinds 
that are written by same author and by different au-
thors. Combined with two kinds of real status, here are 
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Table 4  Statistics of the data set 

Name Number of publications Number of people
Michael Smith  38 24 
Philip J. Smith  33  3 
Yoshio Tanaka  43  3 
Yang Yu  72 20 
Hui Yu  32 22 
Qiang Shen  70  3 
Ping Zhou  36 18 
Michael Lang  24  6 
Manuel Silva  74  7 
Charles Smith   7  4 
Eric Martin  85  5 
Kai Zhang  66 24 
Fei Su  40  4 
Robert Schreiber  59  2 
Hiroshi Tanaka  43  8 
Satoshi Kobayashi  38  6 
Lei Jin  20  8 
David Jensen  53  4 
Thomas Wolf  36  9 
Koichi Furukawa  77  3 
Thomas Tran  16  2 
Thomas Hermann  47  9 
Yun Wang  57 22 
Cheng Chang  27  5 
Gang Luo  47  9 
Bing Liu 215 25 
R. Ramesh  46  9 
David E. Goldberg 231  3 
Feng Pan  73 15 
Rakesh Kumar  96 12 
Thomas D. Taylor   4  3 
Richard Taylor  35 16 
Jim Gray 200  9 
Juan Carlos Lopez  36  1 
Sanjay Jain 217  5 
Ajay Gupta  36  9 
Shu Lin  76  2 
Michael Siegel  54  6 
Daniel Massey  43  2 
Michael Wagner  71 15 
David C. Wilson  65  5 

 

four statuses which are (1) true positive (tp): paper 
pairs are written by the same author and the disam-
biguation result is right; (2) false positive (fp): paper 
pairs are written by different people while the     

disambiguation thinks they are written by the same 
author; (3) true negative (tn): paper pairs are written by 
different people and disambiguation results also think 
so; and (4) false negative (fn): paper pairs are written 
by the same author while disambiguation thinks they 
are written by different author. The definitions are 

tpPrecision
tp fp

=
+

             (9) 

tpRecall
tp fn

=
+

             (10) 

2 Precision RecallF-measure
Precision Recall

= × ×
+

     (11) 

Baseline methods  The baselines used the bias 
classifier learned from each single feature and 
SA-Cluster which is a graph clustering method[16] with 
the coauthor relationship used as the edge and all the 
other relationships used as the attribute features. 

3.2  Test results 

The performance of the current algorithm for each au-
thor is listed in Table 5 with the performance for each 
baseline and the current algorithm shown in Section 2 
in terms of the Recall, Precision, and F-measure. The 
results show that the current method significantly out-
performs all the baselines. 

Figure 2 also shows the contributions of each feature. 
Co-Author has the highest F-measure because the au-
thor names in each paper are complete, compared to 
the other features. Since two authors with the same 
name may coauthor with the same person and the co-
author name may also be ambiguous, the precision of 
this feature is not 100%. 

 
Fig. 2  Performances of all the baselines and our approach 

Citation is very useful information because people 
tend to cite their own papers if they have published 
related papers. Since the Citation information is crawled 
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Table 5  Results for 41 names 

Name Recall (%) Precision (%) F-measure (%)
Robert Schreiber  72.81 100.00  84.27 
Michael Smith  70.83 100.00  82.93 
Hiroshi Tanaka  31.13 100.00  47.48 
Satoshi Kobayashi  73.41  92.05  81.68 
Philip J. Smith  83.83 100.00  91.21 
David E. Goldberg  98.26  99.12  98.69 
Yoshio Tanaka  85.48  94.64  89.83 
Hui Yu  94.74  85.71  90.00 
Feng Pan  56.55  94.37  70.72 
Qiang Shen  90.37 100.00  94.94 
Lei Jin 100.00 100.00 100.00 
Yang Yu  89.53  99.25  94.13 
Ping Zhou  82.00 100.00  90.11 
Rakesh Kumar  97.49 100.00  98.73 
David Jensen  87.43  95.56  91.31 
Thomas Wolf  33.33  89.36  48.55 
Michael Lang  53.66 100.00  69.84 
Thomas D. Taylor 100.00 100.00 100.00 
Manuel Silva  93.55  90.48  91.99 
Charles Smith 100.00 100.00 100.00 
Koichi Furukawa  72.72  96.93  83.10 
Thomas Tran  56.04 100.00  71.83 
Thomas Hermann  71.30 100.00  83.25 
Richard Taylor  67.82 100.00  80.82 
Jim Gray  85.72  93.76  89.24 
Juan Carlos Lopez  89.05 100.00  94.21 
Sanjay Jain  97.74 100.00  98.86 
Ajay Gupta  63.03 100.00  77.32 
Shu Lin  79.93 100.00  88.84 
Michael Siegel  92.87 100.00  96.30 
Eric Martin  98.31 100.00  99.15 
Yun Wang  67.65 100.00  80.70 
Kai Zhang  82.55 100.00  90.44 
Cheng Chang  83.95 100.00  91.28 
Daniel Massey  95.24 100.00  97.56 
Fei Su 100.00 100.00 100.0 
Michael Wagner  84.54  93.97  89.01 
David C. Wilson  89.50 100.00  94.46 
Gang Luo 100.00  98.41  99.20 
Bing Liu  93.88  88.99  91.36 
R. Ramesh  68.12 100.00  81.04 

 

from the internet, it is not complete, and the probability 
of direct citations and indirect citations is quite low, so 
the recall is low. Also some errors exist because   
indirect citations use a coauthor name which may be an 

ambiguous name. 
Homepage has the third highest F-measure and a 

precision is 100%. Since the homepage normally con-
tains only the owner’s papers. However owners usually 
only put their best papers on their homepages and not 
all author’s homepages we can be found on the internet, 
so the recall is very low. 

The Recall of Co-Org is also very low because the 
organization information is very incomplete. However 
the precision is very high (99.6%) because at the same 
organization two authors merely have the same name. 

Digital-Lib supplements Citation data while PDF 
File supplements Co-Org. This information is difficult 
to fetch from the internet and some PDF files stand as 
images and they cannot be fetched, so the F-measure is 
low. 

Title Similarity gives very good performance. Be-
cause the title information is complete and an author 
usually publishes a series of papers in one direction. 
These authors tend to name their papers in similar 
ways. 

4  Conclusions 

This paper presents an algorithm for Name Disam-
biguation using additional information. The algorithm 
combines 7 different features, Co-Author, Co-Org, Ci-
tation, Digital-Lib, Title Similarity, Homepage, and 
PDF File. Among these features, Co-Author and Title 
Similarity are the most effective and easy to use. Or-
ganization information and homepage information can 
be very useful, once they are found but they are diffi-
cult to find. The other features, Citations, Digital-Lib, 
and PDF File introduce some errors, as people may 
cite someone who has a same name so that double cita-
tions can be wrong in some cases. Digital-Lib can in-
troduce errors when a noisy page is included and there 
is some inaccurate information in PDF files because 
the publisher information is sometimes also organiza-
tion information. 

Despite the inadequate and inaccurate information, 
use of all these features gives the best results. Test with 
a large database having more than one million authors 
and two million papers with result based on Recall, 
Precision, and F-measure show that the system can 
distinguish different people with identical names in 
real large databases. 

Future work will exploit more useful features like 
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user feedback in a framework combining all the fea-
tures in a more effective manner. This function can 
also be used in other applications for mining the advi-
sor-advisee relationship, finding experts, and people 
searches. 
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