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Abstract: Objective evaluations of fused images are important in comparing the performance of different 

image fusion algorithms. This paper describes a structural similarity metric that does not use a reference 

image for image fusion evaluations. The metric is based on the universal image quality index and addresses 

not only the similarities between the input images and the fused image, but also the similarities among the 

input images. The evaluation process distinguishes between complementary information and redundant in-

formation using similarities among the input images. The metric uses the information classification to esti-

mate how much structural similarity is preserved in the fused image. Tests demonstrate that the metric cor-

relates well with subjective evaluations of the fused images. 
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Introduction 

Numerous imaging sensors have been developed in 
many fields such as military applications, medical di-
agnostics, machine vision, and remote sensing, with 
image fusion attracting much attention in image proc-
essing in recent years[1]. Image fusion combines in-
formation for a scene from two or more images from 
identical or different types of sensors to generate a 
more precise, comprehensive, and reliable image de-
scription or interpretation of that scene (usually a 
composite image). The objective of the image fusion is 
to reduce uncertainty and fully utilize complementary 
and redundant information in the original images. 
There have been many studies of image fusion[2,3], with 
the image quality evaluation criterion playing an im-
portant role in image fusion. Efficient performance 
evaluations of fusion schemes are needed to improve 

the development of image fusion algorithms. Also, 
image quality evaluations will improve the fusion per-
formance by optimizing the image fusion algorithm 
parameters. 

Existing image quality evaluation methods can be 
divided into subjective and objective evaluations[4]. In 
practice, human evaluations (subjective evaluation) of 
the fused image are of fundamental importance in 
many applications. However, subjective evaluations 
are inconvenient, time consuming, and expensive, and 
the test conditions cannot be guaranteed to be exactly 
the same. Moreover, subjective evaluations cannot be 
embedded into image fusion schemes to optimize the 
fusion algorithm parameters. Thus, objective evalua-
tion methods are needed to compare “good” or “bad” 
fused images. Many image quality evaluations in the 
literature use an ideal fused image as a reference for 
comparison with the image fusion results. The mean 
squared error (MSE) and peak signal to noise ratio 
(PSNR)-based metrics were widely used for these 
comparisons. However, ideal fusion images are not 
available to most real world applications.  

Therefore, objective quality evaluation methods 
have been developed that do not need a reference    
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image[5-10]. A mutual information (MI) metric was used 
to evaluate fusion performance by Qu et al.[6,7] Xydeas 
and Petrovic[8] evaluated the fusion performance by 
calculating the relative amount of edge information 
transferred from the input images to the fused image. 
Recently, an image quality index based on the struc-
tural metric proposed by Wang and Bovik[9] was im-
proved for image fusion assessment by Piella and 
Heijmans[10] into a pixel by pixel or region by region 
method, giving weighted averages of the similarities 
between the fused image and each of the source images. 
Cvejić et al.[11] also improved the structural metric by 
incorporating local measurements to estimate the 
amount of important information in the source images 
that can be represented in the fused image. However, 
none of these objective quality evaluations identify 
regions which contain complementary and redundant 
information in the original images. 

This paper presents a structural similarity quality 
metric for image fusion which separately treats com-
plementary and redundant regions in the original im-
ages. This objective quality evaluation also takes into 
account the amount of important information in the 
source images that can be transferred into the fused 
image. Tests indicate that the metric more effectively 
correlates the image information with the subjective 
quality measurement. 

1  Background 

Wang and Bovik[9] proposed the universal image qual-
ity index (UIQI) which does not use traditional error 
summation methods. The UIQI metric measures struc-
tural distortions by modeling any image distortion as a 
combination of the loss of correlation, luminance dis-
tortion, and contrast distortion. 

Let x = {xi|i = 1, 2, … , N} and y = {yi | i = 1, 2, … , N} 
be the original and test image signals. The UIQI is then 
defined as 
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The QI range is [−1, 1]. The best value 1 is achieved 
if and only if yi= xi for all i = 1, 2, … , N. The lowest 
value of −1 occurs when yi = 2E(x) − xi for all i =1, 
2, … , N. In Eq. (1), the first term is the correlation 
coefficient between x and y which has a range of [−1, 
1]. The second term has a range of [0, 1] and measures 
the similarities of the mean luminances of x and y. The 
third term, which also has a range of [0, 1], measures 
the similarities of the images contrasts. 

Since image signals are generally non-stationary, the 
image quality index QI is best measured over local re-
gions and then combined into a single measure.  
Wang and Bovik[9] used a sliding window approach. 
The fixed size (with n pixels) window starts from the 
top-left corner of the image and moves pixel by pixel 
horizontally and vertically through all the rows and 
columns of the image until reaching the bottom-right 
corner. The local quality index QI (x, y |w) is computed 
for the pixels within the sliding window w for each 
window. Finally, the overall image quality index QI (x, 
y) is computed by averaging all the local quality    
indices, 

I I
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| | w W
Q x y Q x y w
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where W is the family of all sliding windows and | W | 
is the number of windows. 

To apply the UIQI for image fusion evaluation, 
Piella and Heijmans[10] defined the saliency of two 
original images within the sliding window as s(x | w) 
and s(y | w). This metric reflects the local relevance of 
an image within window w as a function of the contrast, 
sharpness, or entropy. Given the local saliencies s(x | w) 
and s(y | w) of the two input images, they compute a 
local weight λ(w) between 0 and 1 that indicates the 
relative importance of image x compared to image y. 

( | )( )
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+

           (3) 

The objective quality evaluation that does not use a 
reference image is defined then as[10]  
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     (4) 
where x and y are the input images, f represents the 
fused image, and c(w) is the overall saliency of win-
dow w defined as 
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        (5) 
To compute the metric in Eq. (4), λ in Eq. (3) is 

computed using s(x | w) and s(y | w) which are the vari-
ances (or the average in edge images) of images x and 
y within window w. Therefore, the metric does not 
consider the relationship between the input images and 
the final fused image. In addition, each time the metric 
is calculated, an “edge image” has to be derived from 
the input images, which adds significantly to the com-
putational complexity of the metric. Cvejić et al.[11] 
proposed a performance measure that takes into ac-
count the similarities between the input image block 
and the fused image block within the sliding window: 
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2  Structural Similarity Metric 

The parameter β in Eq. (6) takes into account the simi-
larity between the input images and the fused image. 
However, there is no clear measure of the similarity 
among input images. The aim of image fusion is to 
integrate complementary and redundant information 
from multiple images to create a composite image that 
contains a better description of the scene than any of 
the individual source images. Therefore, a good fusion 
performance evaluation should correctly distinguish  

the regions which contain complementary and redun-
dant information in the original images, and should 
estimate how much information is preserved in the 
fused image. 

Good empirical fusion rules used in many applica-
tions are the averaging rule for redundant information 
and the selecting rule for complementary informa-
tion[12]. If the redundant information is treated in the 
same way as the complementary information in evalu-
ating fusion schemes, schemes that successfully elimi-
nate conflicting information will rank below those that 
do not, which is obviously not correct. 

The current structural similarity metric makes use of 
a local structural matching measure between the source 
images. The basic idea is to use information classifica-
tion on all the source images for evaluation of the im-
age fusion. This objective quality evaluation is also 
based on the UIQI, and uses the sliding window    
approach. 

Local structural matching measures θ(x, y | w), θ(x, f | 

w), and θ(y, f | w), are calculated for each sliding win-
dow (x and y are the input images, f is the fused image, 
and w is the analysis window). The measure is defined 
as 
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which uses the local structural similarity between the 
input images θ(x, y | w) as the detection criterion. Slid-
ing windows whose θ(x, y |w) are equal to or larger 
than a given threshold T (set as 0.8 here) are assumed 
to contain redundant information in the analysis win-
dow. Sliding windows whose θ(x, y | w) are less than 
the given threshold are assumed to contain comple-
mentary information in the window. 

The local quality metric for each sliding window is 
defined according to the window classification, as 
shown in Eq. (9). The maximum UIQI metric is se-
lected for a complementary window and the weighted 
average of the UIQI metric is used for a redundant 
window. 
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The local quality metric for each sliding window is 
dependent not only on the similarities between the   
input images and the fused image but also on the    

similarities among the input images. In the end, the 
overall image quality evaluation QS(x, y) is computed 
by averaging all the local quality metrics: 
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where W and | W | again represent the family of all 
sliding windows and the number of windows. QS(x, y) 
closer to 1 indicates higher fused image quality. 

3  Test Results 

The fusion quality measure has been used to evaluate 
four image fusion methods with comparisons to other 
standard objective metrics. The first image fusion 
method is a simple averaging of the two source images, 
while the second is based on a principal component 
analysis (PCA) algorithm. The multi-resolution (MR) 
image fusion Laplacian pyramid[13] and Haar wavelet 
transform (HWT) methods are also used with 
four-level decomposition in each case. The coefficients 
of the MR decomposition were selected as the maxi-
mum absolute value for the detailed images at each 
position, as well as the mean of the approximation im-
ages. The four standard objective metrics used for 

comparison were the MI[6], Piella’s metric QP
[10], 

Cvejić’s metric QN
[11], and Xydeas’ metric[8]. The slid-

ing window size was set as 8×8. 
The first test used a military scouting application, 

where the source images were produced by a visual 
sensor (Fig. 1a) and an infra-red (IR) sensor (Fig. 1b). 
In this case, the complementary information regions 
and redundant information regions are difficult to dis-
tinguish. Figures 1c-1f show the four fused images 
obtained using the four fusion schemes. The Laplacian 
method outperforms the three other methods. The av-
eraging and PCA methods lost many details. The HWT 
method distorted the images while preserving some 
details. Table 1 lists the four objective metrics for the 
fused images in Fig. 1. The results show that the cur-
rent structural similarity quality metric agrees with the 
subjective evaluation and three of the other standard 
structural metrics that the Laplacian pyramid image is 
the best of the fused images (the MI method selected 
the PCA image as the best). 

 
                    (a) Source visual image                       (b) Source IR image            (c) Fused image by averaging 

 
                  (d) Fused image by PCA         (e) Fused image by Laplacian pyramid          (f) Fused image by HWT 

Fig. 1  Fusion of visual and IR images 
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Table 1  Comparison of various metrics for the fused 
images in Fig. 1 

 MI QP QN Xydeas Current

Averaging 2.664 0.489 0.424 0.167 0.362 
PCA 3.290 0.461 0.228 0.095 0.261 

Laplacian 1.985 0.644 0.643 0.418 0.563 
HWT 1.945 0.607 0.595 0.402 0.524 

 

Two out-of-focus images and the fused images are 
shown in Fig. 2. In this case, the information in the two 
source images is complementary (Fig. 2a with focus   
on the right and Fig. 2b with focus on the left). Subjec-
tively, the first two methods are obviously poorer   
than the last two methods. However, the subjective 
evaluation cannot easily distinguish whether the 

Laplacian pyramid or the HWT result is better or 
whether the averaging or the PCA result is worse. The 
various objective metrics for the fused images in Fig. 2 
are listed in Table 2. The present metric shows that the 
Laplacian pyramid and HWT images are much better 
than the averaging and PCA results as expected. Al-
though the current metric selects the HWT result as the 
best and the averaging as the worst, the difference be-
tween the Laplacian pyramid and HWT results, as well 
as the difference between the averaging and PCA re-
sults are quite small. Thus, the current metric gives the 
best agreement with the subjective evaluation among 
all these metrics. 

 
            (a) Image with focus on the right        (b) Image with focus on the left        (c) Fused image by averaging 

 
(d) Fused image by PCA      (e) Fused image by Laplacian pyramid     (f) Fused image by HWT 

Fig. 2  Fusion of out-of-focus images 

Table 2  Comparison of various metrics for the fused 
images in Fig. 2 

 MI QP QN Xydeas Current

Averaging 6.807 0.812 0.734 0.483 0.683 
PCA 6.807 0.812 0.734 0.480 0.684 

Laplacian 6.709 0.850 0.790 0.746 0.840 
HWT 6.252 0.834 0.811 0.686 0.851 

 

The third pair of test images is Wang Zhaojun, one 
of the four ancient Chinese beauties. The test images 

shown in Fig. 3 were artificially created by blurring the 
original image using Gaussian noise. The images are 
complementary in the sense that the blurring occurs at 
different locations. For comparison, the PSNR between 
the reference image (the original Wang Zhaojun image) 
and each of the generated fused images was calculated 
to evaluate the fused image, where the PSNR is   
defined as 
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The various metrics for the fused images in Fig. 3  

are listed in Table 3, which shows that the current met-
ric gives the same ranking of the fusion methods as the 
PSNR metric. In addition, the subjective results also 
prove that our proposed metric gives a better evalua-
tion performance. 

 
                             (a) Source image x               (b) Source image y         (c) Fused image by averaging 

 
                         (d) Fused image by PCA     (e) Fused image by Laplacian pyramid    (f) Fused image by HWT 

Fig. 3  Fusion of blurred and Gaussian noise augmented images 

Table 3  Comparison of various metrics for the fused 
images in Fig. 3 

 MI QP QN Xydeas Current PNSR
Averaging 6.174 0.820 0.727 0.601 0.732 12.500

PCA 6.166 0.821 0.730 0.593 0.741 12.576
Laplacian 6.561 0.858 0.691 0.819 0.782 12.727

HWT 6.294 0.856 0.725 0.771 0.743 12.653

4  Conclusions 

A structural similarity quality metric was developed as 
an objective non-reference performance evaluation for 
an image fusion method which takes into account not 
only the similarities between the input images and the 
fused an image, but also the similarities among the 

input images. Comparisons with other standard 
objective quality metrics show that this metric 
correlates well with subjective quality evaluation of the 
fused images, especially for input images where the 
complementary information and the redundant 
information can be well distinguished. 

There are several areas in which our quality metrics 
can be improved or extended. Firstly, the criterion for 
distinguishing between complementary and redundant 
information can be defined better. Secondly, other 
visual mechanisms used in human visual system or 
quality metrics can also be embedded into the metric. 
Finally, the quality metrics can evaluate regions of the 
image using image segmentation rather than fixed 
square windows. 
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