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Capacity Bounds in Random Wireless Networks
Alireza Babaei, Prathima Agrawal, and Bijan Jabbari

Abstract: We consider a receiving node, located at the origin, and
a Poisson point process (PPP) that models the locations of the de-
sired transmitter as well as the interferers. Interference is known
to be non-Gaussian in this scenario. The capacity bounds for addi-
tive non-Gaussian channels depend not only on the power of inter-
ference (i.e., up to second order statistics) but also on its entropy
power which is influenced by higher order statistics as well. There-
fore, a complete statistical characterization of interference is re-
quired to obtain the capacity bounds. While the statistics of sum
of signal and interference is known in closed form, the statistics of
interference highly depends on the location of the desired transmit-
ter. In this paper, we show that there is a tradeoff between entropy
power of interference on the one hand and signal and interference
power on the other hand which have conflicting effects on the chan-
nel capacity. We obtain closed form results for the cumulants of
the interference, when the desired transmitter node is an arbitrary
neighbor of the receiver. We show that to find the cumulants, joint
statistics of distances in the PPP will be required which we obtain
in closed form. Using the cumulants, we approximate the interfer-
ence entropy power and obtain bounds on the capacity of the chan-
nel between an arbitrary transmitter and the receiver. Our results
provide insight and shed light on the capacity of links in a Pois-
son network. In particular, we show that, in a Poisson network, the
closest hop is not necessarily the highest capacity link.

Index Terms: Capacity, interference, Poisson point process (PPP).

I. INTRODUCTION

The exact distribution of network self-interference, i.e., the
interference originated from the set of nodes simultaneously
transmitting with the desired transmitter, is not generally known
in random networks. However, assuming that the receiver is sub-
ject to a Poisson field of interferers, characteristic function and
cumulants of interference power have been found in [1]–[3].

For capacity analysis in a random Poisson network, two sim-
plifying assumptions are usually made. First, interference is as-
sumed to have a Gaussian distribution (e.g., [4], [5]). This as-
sumption renders Shannon capacity result for additive white
Gaussian noise (AWGN) channels applicable. The interference,
however, is known to be non-Gaussian in a Poisson network [6].
Second, the Poisson point process (PPP) is assumed to model
the interferers while the desired transmitter is assumed to be de-
tached and its distance to the receiver to be deterministic [4].
This assumption simplifies the calculation of signal and inter-
ference statistics. In a more realistic scenario, the desired trans-
mitter belongs to the PPP that models the locations of nodes
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in the wireless network. This leads to a more involved problem
which is to obtain the statistics of interference when the receiver
is subject to a Poisson field comprising of the desired transmitter
as well as the interferers. Since the desired transmitter does not
contribute to the interference, interference comes from a PPP
with one point eliminated.

The Shannon capacity in Poisson wireless networks has been
considered in [5]. The author makes the assumption that nodes
transmit independent information flows and that every flow is
impacted by other flows as if they were Gaussian noise. Based
on this assumption, the author makes use of AWGN channel ca-
pacity. In their seminal work, Gupta and Kumar consider the
transport capacity of wireless network by considering a proto-
col model and a physical model for successful reception over a
hop [7]. Recently, the distribution of interference has been con-
sidered in capacity analysis. In [8], considering an ultra wide-
band (UWB) scenario, in which multiuser interference (MUI)
is known to be non-Gaussian, it has been shown that by using
higher order statistics of interference and designing receivers
which are adapted to the non-Gaussian interference, capacity
can improve dramatically. In [9], a generalized Gaussian model
is used for interference originated from secondary network in
a cognitive wireless network. Power control is used to shape
the statistics of interference and to improve the capacity of a
primary link. Shannon’s capacity bound for the general addi-
tive channels can be used to explain the improvement in ca-
pacity when statistics of interference, higher than the second
order, are considered. For a general additive channel, with the
receiver output y[n] = x[n] + z[n], where z[n] is the additive
noise/interference, we have

W log2

(
1 +

Pr

N∗

)
≤ C ≤W log2

(
N

N∗ +
Pr

N∗

)
(1)

where C is the channel capacity, W is the channel bandwidth,
Pr is the signal power, N∗ is the noise/interference entropy
power, and N is the noise/interference power [9]. We consider
an interference-limited case, where noise can be ignored com-
pared to the interference. For a general distribution of interfer-
ence, we have N ≤ N∗. For fixed interference power, both of
upper and lower bounds of capacity, therefore, decrease with the
interference entropy power. For the Gaussian distributed inter-
ference, as a result of its maximum entropy property, capacity
takes the minimum value and the bounds degenerate to equal-
ity1. We can see that, for a fixed interference power, Gaussian
distributed interference is the worst case from capacity perspec-
tive whereas non-Gaussian interference can be advantageous to
the link capacity.

The previous work for statistical characterization of interfer-
ence focus on interference power (e.g., [1]–[3]). However, to
obtain results for channel capacity, we need to characterize in-

1For the Gaussian case, we have N = N∗ and C = W log2 (1 + Pr/N).
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Fig. 1. System model (Rm is the distance between mth nearest trans-
mitter and receiver and R0 is the radius of the prohibited region).

terference amplitude. In this paper, we consider a Poisson field
consisting of the desired transmitter and the interferers and ob-
tain the cumulants of interference amplitude. We then show that
the main reason for non-Gaussianity of interference is the inter-
ference originated from nodes which are in close proximity to
the receiver2. We can therefore see that if the desired transmit-
ter has a closer distance to the receiver,
• The received signal is stronger,
• The network self-interference power is smaller, and
• Intuitively, the network self-interference is closer to Gaussian.
This is because the considered node being the desired trans-
mitter and not an interferer, excludes a major source of non-
Gaussianity from the set of interferers.

These factors have conflicting effects on the channel capacity.
While the first two results lead to higher channel capacity, inter-
ference closer to Gaussian means higher entropy power of inter-
ference which in turn has an inverse effect on channel capacity
(see the upper and lower bounds in (1)). One consequence is that
the closest hop may not be the highest capacity link. The aim of
this paper is to verify this intuition using quantitative analysis
and obtain analytical results on link capacities in Poisson ran-
dom networks.

II. SIGNAL AND INTERFERENCE STATISTICS

We consider a two-dimensional PPP with density λ that mod-
els the locations of the desired transmitter and the interfer-
ers and assume that the receiver is located at the origin (see
Fig. 1). The desired transmitter and the interferers use the same
power level P . Assuming that the desired transmitter is the
mth nearest neighbor to receiver, the aggregate of signal and
interference amplitudes is Z = Xm + Im, where Xm is the
received signal amplitude and Im is the received interference
amplitude. We denote the distance between the receiver and
its mth nearest transmitter as Rm (see Fig. 1). The baseband
model for the received signal from the mth nearest transmitter
is (

√
Pam/R

α/2
m )ζme

jφm , where ζm is Rayleigh fading com-

2This has been shown to be the case for interference power in [3] and [10].

ponent with E{ζ2m} = 1, α/2 is the amplitude loss exponent3,
φm is a random phase shift uniformly distributed in [0, 2π], and
am is the complex-valued information symbol. Without loss of
generality, we assume P = 1. Moreover, we can safely assume
that ζm, Rm, and φm are independent. In order to characterize
the signal and the interference, both in-phase and quadrature-
phase components, need to be considered. In [11], the authors
find the joint characteristic function of in-phase and quadrature-
phase components of interference from finite-area as well as
infinite-area Poisson field of interferers4. In this paper, we con-
sider a binary phase shift keying (BPSK) modulation with real-
valued equiprobable symbols am ∈ {−1, 1} and therefore, only
focus on the in-phase component. The analysis for a general
constellation entails characterizing the quadrature-phase com-
ponent as well which can be done using exactly the same ap-
proach5. With this assumption, and defining Um = cos(φm),
we have Xm = ζmUmam/R

α/2
m , Z =

∑
i ζiUiai/R

α/2
i , and

Im =
∑

i�=m ζiUiai/R
α/2
i . Given that φm is uniformly dis-

tributed in [0, 2π] and using transformation of random variables,
the probability density function (pdf) of Um [12] can be found
as

fUm(u) =
1

π
√
1− u2

, −1 < u < 1. (2)

In order to avoid the singularity in the path loss model for
small distances, we consider a prohibited region around the re-
ceiver and assume that a node cannot transmit if its distance to
the receiver is less than R0 (see Fig. 1). In this section, we seek
to obtain the statistics of Z , Xm, and Im.

A. Cumulants of Sum of Signal and Interference

By using the Campbell’s Theorem (see Appendix A), the nth
cumulants of Z =

∑
i ζiUiai/R

α/2
i can be found as

κn(Z) = 2πλE{ani }

·
∫ 1

−1

∫ ∞

0

∫ ∞

R0

(
ζu

r
α
2

)n

r drfζ(x) dxfU (u) du

=

⎧⎨
⎩

2πλμnE{ζn}
nα
2 − 2

R
2−nα

2
0 , even n

0, odd n

which holds for 2− nα/2 < 06 and is found using

E{ani } =

{
1, even n
0, odd n.

Using (2), we have

μn = E{Un
i } =

∫ 1

−1

un du

π
√
1− u2

=
((−1)n + 1)Γ(n+1

2 )√
πnΓ

(
n
2

)
where Γ(·) denotes the gamma function7.

3α is the power loss exponent and its range of values is between 2 and 6
depending on the propagation conditions.

4In this paper, unlike [11], the PPP models the locations of both the desired
transmitter and the interferers.

5Note that the capacity bounds in (1) can still be used with BPSK assumption
as the bounds are concerned with the interference statistics and not the type of
modulation that interferers use.

6Note that κ1(Z) = 0 and the condition 2− nα/2 < 0 holds for n ≥ 2 and
α > 2.

7We have used Wolfram Alpha [13] to find this integral.
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B. Cumulants of Signal

We assume that the desired transmitter is the mth nearest
neighbor to receiver. In order to find the cumulants of signal
amplitude (i.e., Xm = ζmR

−α/2
m Umam), we first find its mo-

ments. Due to independence assumption of ζm, Rm, Um, and
am, we have

E{Xn
m} = E{ζnm}E{R−nα

2
m }E{Un

m}E{anm}.
For Rayleigh fading with E{ζ2m} = 1, we have E{ζnm} =
Γ(1 + n

2 ), and E{Un
m} and E{anm} are found in the previous

section. For a given n and α and depending on the value of
n, closed-form and approximation results are found in [14] and
[15] forE{R−nα/2

m }. Using these results,E{Xn
m} can be found

in closed-form. To obtain the cumulants of Xm, we note that
the cumulants and the moments of a random variable can be
uniquely determined from one another. In particular, we have
κ1(Xm) = E{Xm} and for n ≥ 2 [16],

κn(Xm) = E{Xn
m} −

n−1∑
k=1

(
n− 1

k − 1

)
κn−1(Xm)E{Xn−k

m }.

C. Cumulants of Interference

In this section, we seek to find the cumulants of interfer-
ence given that the transmitter is the mth nearest neighbor to
the receiver, i.e., κn(Im) for Im = Z − Xm. Since the dis-
tances, i.e., the random variables {Ri}, are not independent,

Xm = ζmR
−α/2
m Umam and Im =

∑
i�=m ζiUiai/R

α/2
i also

are not independent and κn(I −m) �= κn(Z)− κn(Xm).
We use the following relationship fornth cumulant ofZ−Xm

[16]:

κn(Z −Xm) =
n∑

j=0

(
n

j

)
(−1)n−jκ(Z,Z, · · ·︸ ︷︷ ︸

j

, Xm, Xm, · · ·︸ ︷︷ ︸
n−j

)

where κ(Z,Z, · · ·︸ ︷︷ ︸
j

, Xm, Xm, · · ·︸ ︷︷ ︸
n−j

) indicates joint cumulants. We

can therefore write

κn(Im) = κn(Z −Xm)

= κn(Z) + (−1)nκn(Xm)

+

n−1∑
j=1

(
n

j

)
(−1)n−jκ(Z,Z, · · ·︸ ︷︷ ︸

j

, Xm, Xm, · · ·︸ ︷︷ ︸
n−j

).

(3)

For example, for n = 2, we have

κ2(Im) = κ2(Z) + κ2(Xm)− 2κ(Z,Xm)

and κ(Z,Xm) = E{ZXm}−E{Z}E{Xm}. Therefore, to ob-
tain the joint cumulants, we might need to have the joint statis-
tics of Z and Xm. For the case of κ2(Im), however, there is no
need for joint statistics, as

E{ZXm} = E

⎧⎨
⎩Xm(Xm +

∑
i�=m

Xi)

⎫⎬
⎭

= E{X2
m}+

∑
i�=m

E{XmXi}

= E{X2
m}. (4)

This result is found by noting that for i �= m, we have

E{XmXi} = E{am}E{ζm}E{Um}E{ai}E{ζi}E{Ui}
· E{R−α

2
m R

−α
2

i }
= 0

as E{Ui} = 0 and E{ai} = 0. In the Appendix B, we find
κ3(Im) = 0. To find higher order cumulants, however, joint
statistics of distances will be required.

D. Joint Statistics of Distances in a Poisson Point Process

It is known that if nodes are distributed according to a two-
dimensional PPP with density λ, the squared ordered distances
from the receiver have the same distribution as the arrival times
of a one-dimensional PPP with density λπ [17], [18]. Conse-
quently, for any set of indices {l1, l2, · · ·, ln} where l1 < l2 <
· · · < ln, the joint pdf fR2

l1
,R2

l2
,···,R2

ln
(x1, x2, · · ·, xn) can be

found as follows:

fR2
l1
,R2

l2
,···,R2

ln
(x1, x2, · · ·, xn)

= fR2
l1
,R2

l2
−R2

l1
,···,R2

ln
−R2

ln−1

(x1, x2 − x1, · · ·, xn − xn−1)

=
(λπ)ln

Γ(l1)Γ(l2 − l1)· · ·Γ(ln − ln−1)

· xl1−1
1 (x2 − x1)

l2−l1−1· · ·(xn − xn−1)
ln−ln−1−1e−λπxn ,

0 ≤ x1 ≤ x2 ≤ · · · ≤ xn

which is found using the fact that R2
l1

and R2
li
− R2

li−1
, i > 2

are independent Erlang random variables with rate parameterλπ
and shape parameters l1 and li − li−1, respectively8. Using this

joint pdf, we find E
{
Rβ

l1
Rβ

l2
· · ·Rβ

ln

}
.

Proposition 1: We have

E
{
Rβ

l1
Rβ

l2
· · ·Rβ

ln

}

=

∫ ∞

0

∫ xn

0

· · ·
∫ x2

0

x
β
2
1 x

β
2
2 · · ·x

β
2
n

· fR2
l1
,R2

l2
,···R2

ln
(x1, x2, · · ·, xn) dx1 · · · dxn

=
1

(λπ)n
β
2

n∏
k=1

Γ(lk + k β
2 )

Γ(lk + (k − 1)β2 )
. (5)

Proof: See Appendix C. �

III. ENTROPY AND ENTROPY POWER OF
INTERFERENCE

In this section, we seek to find N∗(Im), the entropy power of
interference. The entropy power is related to the entropy, h(Im),

8In a one-dimensional Poisson process with density λπ, the inter-arrival times
are independent and identically distributed (i.i.d.) exponential random variables
with mean 1/λπ and sums of inter-arrival times are Erlang distributed. Particu-
larly, R2

l1
is the sum of l1 i.i.d. exponential random variables with mean 1/λπ

and R2
li

− R2
i−1 is sum of li − li−1 i.i.d. exponential random variables with

mean 1/λπ [15].
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through [19]

N∗(Im) =
1

2πe
exp (2h(Im)) . (6)

In the following, we use the Gram-Charlier expansion to ap-
proximate pdf of Im. We then approximate its entropy. First, we
introduce the normalized random variable Ĩm with zero mean
and unit variance as

Ĩm =
Im − κ1(Im)√

κ2(Im)
. (7)

From Gram-Charlier series expansion and by considering the
first three terms, we have

fĨm(x) ≈ φ(x)

[
1 + κ3(Ĩm)

H3(x)

3!
+ κ4(Ĩm)

H4(x)

4!

]

where Hi(x) is the ith order Chebyshev-Hermite polynomial,
φ(x) is the pdf of standardized Gaussian distribution (i.e., with
zero mean and unit variance), and using (7), we have

κn(Ĩm) =
κn(Im)

κ
n/2
2 (Im)

, n ≥ 2.

The entropy of Ĩm is by definition

h(Ĩm) =

∫
fĨm(x) log(fĨm(x)) dx.

Using the orthogonality of {Hi(x)}, and after some mathemat-
ical manipulation, we can show that

h(Ĩm) ≈ 0.5 ln(2πe)− κ23(Ĩm)

2× 3!
− κ24(Ĩm)

2× 4!
(8)

where 0.5 ln(2πe) is the entropy of standardized Gaussian dis-
tribution [20]. Also, from (7) and (8),

h(Im) = 0.5 ln(κ2(Im)) + h(Ĩm)

= 0.5 ln(2πeκ2(Im))− κ23(Im)

12κ32(Im)
− κ24(Im)

48κ42(Im)
. (9)

The entropy of interference, therefore, depends on its skewness
(i.e., κ3(Im)/κ

3/2
2 (Im)) and kurtosis (i.e., κ4(Im)/κ22(Im)) as

well as its variance (i.e., κ2(Im) ). In the appendix, we show that
κ3(Im) = 0 and therefore, the skewness of Im is zero. Using (6)
and (9), we have

N∗(Im) =
κ2(Im)

exp

(
kurt2(Im)

24

) (10)

where kurt(Im) indicates the kurtosis of Im. As expected, for
the case that Im is Gaussian, we have kurt(Im) = 0 and
N∗(Im) = κ(Im). This corresponds to the highest value that
N∗(Im) can attain. On the other hand, the higher the kurt(Im),
the smaller N∗(Im) is. Note that by considering higher order
cumulants in the Gram-Charlier approximation for pdf of Im,
N∗(Im) will depend on higher order cumulants as well. How-
ever, simulation results confirm that characterization of inter-
ference up to fourth order provides a good approximation for
interference statistics.

IV. CAPACITY BOUND

Given that the desired transmitter is the mth nearest neighbor
to the receiver, the capacity bound in (1) can be written as

W log2

(
1 +

X2
m

N∗(Im)

)
< C < W log2

(
κ2(Im) +X2

m

N∗(Im)

)

whereX2
m is the signal power. Let us denote the lower and upper

bound of capacity as Cl and Cu, respectively. For the additive
Gaussian channel, we have N∗(Im) = κ2(Im) and the bound
degenerates to equality (i.e., C = W log2

(
1 +X2

m/κ2(Im)
)
).

Note that Xm is a random variable. To obtain meaningful deter-
ministic values, one approach is to average the lower and upper
bounds to find the ergodic capacity bounds (i.e., C̄l = E{Cl}
and C̄u = E{Cu}). This requires the pdf of Xm. In our ap-
proach, we consider an equivalent deterministic channel for the
link between the desired transmitter and the receiver with the
received power equal to E{X2

m} and define

Ĉl =W log2

(
1 +

E{X2
m}

N∗(Im)

)
, (11)

Ĉu =W log2

(
κ2(Im) + E{X2

m}
N∗(Im)

)

=W log2

(
exp

(
kurt2(Im)

24

)
+
E{X2

m}
N∗(Im)

)
(12)

where the second line in (12) is found using (10).
Note that to maximize the upper and lower bounds, using

(10), (11), and (12), κ2(Im) needs to be minimized whereas
kurt(Im) and signal power, i.e.,E{X2

m}, have to be maximized.
In other words, the transmitter which leads to minimum inter-
ference power, maximum signal power and maximum kurtosis
leads to the highest capacity link. To find the index of trans-
mitter which maximizes the bounds, rigorous optimization of
(11) and (12) is required which is an involved task. In the next
section, we use simulation and an numerical results for this pur-
pose.

V. SIMULATION AND ANALYTICAL RESULTS

We consider a two-dimensional PPP with density λ and as-
sume that the receiver is located at the origin. The desired trans-
mitter and interferers use the same power level, P = 1. The
power loss exponent, α, is assumed to equal 3. Rayleigh fading
with second moment equal to 1 is considered. The prohibited
region (in which no node can transmit) is a circle with radius
R0 = 1 and with the center at the receiver. In subsection II.C,
κ2(Im) is obtained. Also, in the Appendix B, κ4(Im) is found
and we find κ1(Im) = κ3(Im) = 0. To find κ4(Im), we need to
have the value of

∑
i�=m E{R−α

m R−α
i } which requires the joint

statistics of Rm and Ri, i �= m. Proposition 1 is used to find
this summation for two values of λ = 0.01 and λ = 0.1.

In Fig. 2, we show the analytical and simulation results for
E{Rβ

3R
β
6 } for different values of β and for λ = 0.1. We have

verified the accuracy of result found in Proposition 1 for other
combinations of distances and node densities and the analytical
results match with simulation.
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Fig. 2. Analytical and simulation results for E{Rβ
3R

β
6 }.

Fig. 3. Analytical and simulation results for kurtosis of interference vs.
desired transmitter index (λ = 0.01).

Fig. 4. Analytical and simulation results for interference power vs. de-
sired transmitter index (λ = 0.01).

In Figs. 3–6 for λ = 0.01 and in Figs. 7–10 for λ = 0.1,
we have numerically evaluated the obtained analytical results
for kurtosis of interference, interference power, entropy power
of interference (from (10)), and upper and lower bounds of ca-

Fig. 5. Analytical and simulation results for entropy power of interference
vs. desired transmitter index (λ = 0.01).

Fig. 6. Analytical and simulation results for upper and lower bounds
of capacity and AWGN capacity vs. desired transmitter index (λ =
0.01).

pacity (from (11) and (12)) when the desired transmitter node
is any of the closest 50 neighbors of the receiver. Alongside,
simulation results are shown which confirm the accuracy of the
analytical values. Without loss of generality, we assume W = 1
which renders the capacity unit bps/Hz.

In Fig. 3, analytical and simulation results are shown for the
kurtosis of interference when the desired transmitter node is
any of the closest 50 neighbors. When the desired transmitter
is the closest neighbor, the interference has the smallest kurto-
sis, which means the highest proximity to Gaussian distribution.
This is expected and is a consequence of the closest neighbor,
which is the major source of non-Gaussianity, being the desired
transmitter rather than contributing to the aggregate interferer.
As the distance of the desired transmitter to the receiver in-
creases (i.e., as the index of transmitting node becomes larger),
the kurtosis of interference will be almost fixed. This means that
the more remote nodes have less influence on the kurtosis of in-
terference. In Fig. 4, the interference power is shown when the
desired transmitter node is any of the closest 50 neighbors (i.e.,
κ2(Im), 1 ≤ m ≤ 50). As expected, interference power will
increase when the desired transmitter is a farther neighboring
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Fig. 7. Analytical and simulation results for kurtosis of interference vs.
desired transmitter index (λ = 0.1).

Fig. 8. Analytical and simulation results for interference power vs. de-
sired transmitter index (λ = 0.1).

node. In Fig. 5, interference entropy power is shown versus the
index of the desired transmitter. As seen from (10), both inter-
ference power and its kurtosis influence on the entropy power
of interference. While the interference power monotonically in-
creases with the transmitter index, the kurtosis does not show
the same monotonic behavior. The behavior of interference en-
tropy power, therefore, depends on which of these factors have
the dominant effect. The results in Fig. 5 show that the kurtosis
has the dominant effect and the entropy power has the minimum
value when the desired transmitter is the second closest neigh-
bor. Fig. 6 shows the analytical and simulation values for the
upper and lower bounds of capacity versus the desired transmit-
ter index. The results indicate that the lower and upper bounds
of capacity have the maximum value when the desired transmit-
ter is the second closest neighbor. Alongside, the AWGN capac-
ity, which depends only on the power of interference, has been
shown. As expected, AWGN capacity provides a pessimistic es-
timation of capacity by ignoring the higher order statistics of
interference. Moreover, it is monotonically decreasing as it de-
pends only on the interference power which monotonically in-
creases as the index of desired transmitter increases.

In Fig. 7, the kurtosis of interference is shown versus the de-

Fig. 9. Analytical and simulation results for entropy power of interference
vs. desired transmitter index (λ = 0.1).

Fig. 10. Analytical and simulation results for upper and lower bounds of
capacity and AWGN vs. desired transmitter index (λ = 0.1).

sired transmitter index for λ = 0.1. The interference is again
closest to Gaussian (i.e., the kurtosis has the minimum value)
when the desired transmitter is the closest node to the receiver.
Fig. 8 shows that, as expected, the interference power monoton-
ically increases with the desired transmitter index. It also has
the dominant effect on the entropy power of interference (see
(10)) and causes the entropy power to monotonically increase
with the transmitter index as well (see Fig. 9). The lower and
upper bounds of capacity are shown in Fig. 10 to monotonically
decrease with the desired transmitter index for λ = 0.1. We
can see from Figs. 8 and 9 that interference power and interfer-
ence entropy power are almost equal. This is an indication that
for λ = 0.1, the distribution of interference is close to Gaus-
sian. This can also be seen from the kurtosis of interference in
Fig. 7 which is relatively small. The AWGN capacity is also only
slightly smaller than the lower bound of capacity.

Our results provide insight on the link capacities in Poisson
wireless networks. As discussed, the capacity bounds depend
on three factors: Signal power, interference power, and inter-
ference entropy power. The entropy power of interference is af-
fected by the higher order statistics of interference. While, in
a Gaussian interference scenario, the entropy power equals the
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variance (i.e., interference power) in a non-Gaussian case, it
also depends on the higher order statistics like its kurtosis (see
(10)). The interference power increases with the desired trans-
mitter index. The kurtosis on the other hand, does not increase or
decrease monotonically. As shown in Figs. 3 and 8, the kurtosis
takes the minimum value when the closest neighbor is the de-
sired transmitter. The kurtosis increases for the first few neigh-
bors and then decreases and reaches a fixed value. The entropy
power of interference, therefore, does not necessarily increase
monotonically as we observed for the case of λ = 0.01. The
signal and interference power on the other hand, increase and
decrease monotonically with the desired transmitter index, re-
spectively.

The above mentioned factors, i.e., signal power, interference
power and entropy power of interference have conflicting ef-
fects on the channel capacity bounds. For λ = 0.01, the inter-
ference entropy power is minimum and as a consequence, upper
and lower bounds of the channel capacity are maximum, not for
the closest hop link, but for the link between the second nearest
neighbor and the receiver. For λ = 0.1, however, the interfer-
ence entropy power monotonically increases with the desired
transmitter index. Consequently, the capacity bounds monoton-
ically decrease with the desired transmitter index.

VI. CONCLUSIONS

In this paper, considering the higher order statistics of inter-
ference and by assuming a Poisson filed consisting of the desired
transmitter as well as the interferers, we obtain bounds on the ca-
pacities of links in Poisson random networks. We use the Shan-
non’s capacity bound for general additive channels for this pur-
pose. We show that there is a tradeoff between entropy power of
interference on the one hand and signal and interference power
on the other hand which have conflicting effects on the channel
capacity. We obtain closed form results for the cumulants of sig-
nal and interference amplitude and use them to obtain bounds for
the links capacities. The links capacities are shown to be influ-
enced by statistics of interference higher order than the variance.
Therefore the uncorroborated Gaussian assumption of interfer-
ence is rather naive and leads to pessimistic capacity results.
Moreover, by showing that the capacity is not merely a func-
tion of interference power (i.e., second order statistics), but also
depends on its higher order statistics (e.g., kurtosis), we show
that the capacity is not necessarily a monotonically decreasing
function of the hop distance between the receiver and the trans-
mitter. Particularly, we have shown that the closest hop may not
necessarily be the highest capacity link. For future work, the ob-
tained bounds in (11) and (12) can be more exact by considering
the pdf of signal power. Moreover, an optimization can be per-
formed to find in closed-form, the neighboring transmitter that
has the maximum capacity link to the receiver.

APPENDICES

A. Campbell’s Theorem

Assume that Π is a PPP over a region S with density
λ(x), x ∈ S and assume that f : S → R is a measurable
function. Campbell’s theorem [21] is a key result that gives the

characteristic function of a sum of the form

F =
∑
X∈Π

f(X).

The characteristic function is found as

ψF (ω) = E{ejωF } = exp

(∫
S

(jωf(x)− 1)λ(x)dx

)
.

Consequently, nth cumulant of F can be found as

κn =
1

jn

[
∂n lnψF (ω)

∂ωn

]
ω=0

=

∫
S

fn(x)λ(x)dx.

B. Cumulants of Im

In subsection III.C, κ2(Im) was found. Here, we obtain re-
sults for κn(Im), n = 1, 3, and 4. For n = 1, using (3),

κ1(Im) = κ1(Z −Xm) = κ1(Z)− κ1(Xm).

Since both κ1(Z) and κ1(Xm) equal 0, we have κ1(Im) = 0.
For n = 3,

κ3(Im) = κ3(Z −Xm)

= κ3(Z)− κ3(Xm) + 3κ(Z,Xm, Xm)

− 3κ(Z,Z,Xm)

and we have

κ(Z,Xm, Xm) = 2E2{Z}E{Xm} − E{Z2}E{Xm}
− 2E{ZXm}E{Z}+ E{Z2Xm},

κ(Z,Z,Xm) = 2E{Z}E2{Xm} − 2E{ZXm}E{Xm}
− E{Z}E{X2

m}+ E{ZX2
m}.

To obtain κ3(Im), E{ZXm}, E{Z2Xm}, and E{ZX2
m} need

to be found. In (4), E{ZXm} is found to equalE{X2
m}. Using

the same approach,

E{ZX2
m} = E{X2

m(Xm +
∑
i�=m

Xi)}

= E{X3
m}+

∑
i�=m

E{X2
mXi} = E{X3

m}

which is found using E{Ui} = 0. Also,

E{Z2Xm} = E{Xm(Xm +
∑
i�=m

Xi)
2}

= E{X3
m}+ 2

∑
i�=m

E{X2
mXi}+

∑
i�=m
j �=m

E{XmXiXj}

= E{X3
m}

which is found using E{Ui} = E{Um} = 0. Since the odd
moments of Z and Xm equals 0 (see subsections II.A and II.B),
we can see that κ3(Im) = 0. For κ4(Im),

κ4(Im) = κ4(Z −Xm)
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= κ4(Z) + κ4(Xm)− 4κ(Z,Xm, Xm, Xm)

+ 6κ(Z,Z,Xm, Xm)− 4κ(Z,Z, Z,Xm)

and we have

κ(Z,Xm,Xm, Xm) = −6E{Z}E3{Xm}
+ 6E{ZXm}E2{Xm}+ 6E{X2

m}E{Z}E{Xm}
− 3E{ZX2

m}E{Xm} − E{Z}E{X3
m}

− 3E{ZXm}E{X2
m}+ E{ZX3

m},

κ(Z,Z,Xm, Xm) = −6E2{Z}E2{Xm}
+ 2E{Z2}E2{Xm}+ 8E{ZXm}E{Z}E{Xm}
+ 2E{X2

m}E2{Z} − 2E{Z2Xm}E{Xm}
− 2E{ZX2

m}E{Z} − E{Z2}E{X2
m}

− 2E2{ZXm}+ E{Z2X2
m},

κ(Z,Z,Z,Xm) = −6E3{Z}E{Xm}
+ 6E{Z2}E{Z}E{Xm}+ 6E{ZXm}E2{Z}
− E{Z3}E{Xm} − 3E{Z2Xm}E{Z}
− 3E{Z3}E{ZXm}+ E{Z3Xm}.

To obtain κ4(Im),E{ZX3
m},E{Z2X2

m}, andE{Z3Xm} need
to be found. We have

E{ZX3
m} = E{X3

m(Xm +
∑
i�=m

Xi)}

= E{X4
m}+

∑
i�=m

E{X3
mXi}

= E{X4
m}

which is found using E{Ui} = 0 and

E{Z2X2
m} = E{X2

m(Xm +
∑
i�=m

Xi)
2}

= E{X4
m}+ 2

∑
i�=m

E{X3
mXi}+

∑
i�=m
j �=m

E{X2
mXiXj}.

We have
∑

i�=mE{X3
m} = 0 and

∑
i�=m
j �=m

E{X2
mXiXj} =

∑
i�=m
j �=m
i�=j

E{X2
mXiXj}+

∑
i�=m
j �=m

E{X2
mX

2
i }.

We have
∑

i�=m
j �=m
i�=j

E{X2
mXiXj} = 0 and

∑
i�=m

E{E{X2
mX

2
i }} = E2{ζ2}E2{U2}

∑
i�=m

E{R−α
m R−α

i }.

Also,

E{Z3Xm} = E{Xm(Xm +
∑
i�=m

Xi)
3} = E{X4

m}+

3
∑
i�=m

E{X3
mXi}+ 3

∑
i�=m
j �=m

E{X2
mXiXj}E{Xm(

∑
i�=m

Xi)
3}.

Using the same approach, we have
∑

i�=m E{X3
mXi} = 0,

E{Xm(
∑

i�=mXi)
3} = 0, and

E{Z3Xm} = E{X4
m}+ 3

∑
i�=m
j �=m

E{X2
mXiXj} = E{X4

m}

+ 3E2{ζ2}E2{U2}
∑
i�=m

E{R−α
m R−α

i }.

To find E{Z2X2
m} and E{Z3Xm}, therefore, we need to have∑

i�=mE{R−α
m R−α

i }.

C. Proof of Proposition 1

Let A = (λπ)ln

Γ(l1)Γ(l2−l1)···Γ(ln−ln−1)
. We then have

E
{
Rβ

l1
Rβ

l2
· · ·Rβ

ln

}
=

A

∫ ∞

0

∫ xn

0

· · ·
∫ x2

0

x
β
2
1 x

l1−1
1 (x2 − x1)

l2−l1−1 · · ·

x
β
2
n−1(xn − xn−1)

ln−ln−1−1x
β
2
n e

−λπxndx1 · · · dxn−1dxn.

We first find∫ x2

0

x
β
2
1 x

l1−1
1 (x2 − x1)

l2−l1−1dx1 =

x
l2+

β
2 −1

2 B

(
l1 +

β

2
, l2 − l1

)

where B(.) is the beta function [22]. Using induction,∫ xn

0

· · ·
∫ x2

0

x
β
2
1 x

l1−1
1 (x2 − x1)

l2−l1−1 · · ·

x
β
2
n−1(xn − xn−1)

ln−ln−1−1dx1 · · · dxn−1

= B

(
l1 +

β

2
, l2 − l1

)
B(l2 + β, l3 − l2) · · ·

·B
(
ln−1 + (n− 1)

β

2
, ln − ln−1

)
x
ln+(n−1) β

2 −1
n

and

E
{
Rβ

l1
Rβ

l2
· · ·Rβ

ln

}
= AB

(
l1 +

β

2
, l2 − l1

)

·B(l2 + β, l3 − l2) · · ·B
(
ln−1 + (n− 1)

β

2
, ln − ln−1

)

·
∫ ∞

0

x
ln+n β

2 −1
n e−λπxndxn.

Noting that

∫ ∞

0

x
ln+n β

2 −1
n e−λπxndxn =

Γ
(
ln + nβ

2

)

(λπ)ln+n β
2

and using the equality B(x, y) = Γ(x)Γ(y)/Γ(x+ y) [22], the
result in (5) is found after simplification.
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