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RTD Fluxgate: A Low-Power Nonlinear Device
to Sense Weak Magnetic Fields

luxgate magnetometers have always been of interest

to technical and scientific communities to sense

weak magnetic fields (in the range of 107°) with a
resolution of 100 pT at room temperature. These devices
find applicability in fields such as space, geophysical
exploration and mapping, nondestructive
testing, and assorted military applications.
Very good examples of past and emerging
applications of fluxgate magnetometers
can be found in [14] and [20]. Fluxgates
used in immunoassay techniques, as com-
petitors of SQUID magnetometers [10],
require even higher resolution (down to 10
pT) but may tolerate tighter operating
ranges. Alternative technologies, based on
anisotropic magnetoresistance, giant mag-

netoresistance, and magneto-impedance

effects have also been recently studied in
the context of precise magnetometers. Fluxgate systems
prevail over these competitive technologies not only
because of their higher sensitivity but also because of their
lower noise level, robustness, and remarkable thermal and
long-term stability.

Conventional fluxgate magnetometers use two excitation
coils and two detection coils wound on two ferromagnetic
cores and connected in a differential arrangement, as depicted
in Figure 1 [5], [17]. By driving the excitation coils with two
periodic counter-phased currents, the magnetic cores (which
possess a bistable characteristic) are periodically driven into
saturation in opposing ways.

The signals V;(t), (i=1,2), at each detection coil oscillate
at the frequency of the forcing term, with the output voltage
signal denoted by V(t) =Vi(t) —V2(t) being zero, and an
external (or target) magnetic field absent. The presence of an
external magnetic field Hy (dc or low frequency) leads to
asymmetry in the core magnetization, leading to the appear-
ance of odd and even harmonics of the drive frequency in
the output power spectral density; the output signal Vo (t),
for measurement purposes, is extracted from the spectral
amplitude of the second harmonic which is correlated with
the level of the external magnetic field [11], [18].

Note that in the absence of the target signal, the power
spectrum density (PSD) contains only the odd harmonics of
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the bias frequency. This readout scheme has some drawbacks;
chief among them is the requirement of a large amount of
onboard power to provide a high amplitude and high
frequency excitation signal.

A new way to operate fluxgate magnetometers is repre-
sented by the residence times difference (RTD) fluxgate.
Before exploring the potentiality of the RTD fluxgate, it will
be useful to introduce some information about the intrinsic
nonlinear behavior of this class of devices.

The scientific community is profoundly interested in
exploiting the nonlinear properties of hysteretic devices, and
applications in measurement systems are being thoroughly
investigated. Great effort has been dedicated to developing
theoretical formalizations describing the dynamic behavior
of these systems, such as the state-space model, the vis-
coelastic model, the Preisach model, and potential-based
models. [4], [7], [13], [19], [21].

There is no complete agreement on the use of the term
hysteresis among the various research fields where memory
effects are present. The term hysteresis is usually adopted to
describe a rate-independent memory effect, although some
works use this term to describe the dynamic behavior of
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Fig. 1. Conventional arrangement for a traditional fluxgate magnetometer.
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classes of materials and others use to distinguish between
static hysteresis and dynamic hysteresis.

Although the two effects often coexist, the rate-dependent
memory effect dominates at high frequencies due to the
phase-lag effect. The rate-independent memory effect on
the contrary prevails at low frequencies. To describe the
behavior of dynamic hysteretic systems the Landau-
Khalatnikov equation [7], [21] can be used, which, in the case
of magnetic systems becomes

dm al(m,t)
T— =—
dt om

) @

where m is the magnetization and 7 is the system time constant.

This model describes hysteretic behavior by using the
energy function U(m, f) ruling the switching mechanism
between the two stable states of the system. The potential
energy function is depicted in Figure 2(a) and described by

2
UGm, t) = m? — ¢ In cosh(c(m + H(t))) 2

where
D cis a nonlinearity parameter (inversely proportional to
the temperature), which controls the topology of the
potential: the system becomes monostable, or paramag-
netic, when ¢ < 1, corresponding to an increase in the
core temperature past the Curie point

H(t) is an external signal comprising the time-periodic
(sinusoidal or triangular) reference signal (H.) as well
as the target signal (Hy) (taken to be dc throughout this

D the height of the potential barrier represents the energy

required to switch from one state to the other.

The time constant t in (1) rules the dynamic behavior of
the system. If the frequency of the forcing term is well within
the system bandwidth 7!, then the device essentially
behaves like a static nonlinearity (with the left-hand side of
(1) equated to zero) and the system output follows the
dynamic of the forcing signal. As the input field traverses
two thresholds, given essentially by the inflection points of
the potential (2), the system commutes from one state to the
other, following the nonlinear trajectory leading to the hys-
teretic behavior [6].

In the following discussion, as a dc magnetic field is the
target of interest to be detected, the device will be treated as
a static nonlinearity, assuming that the dynamic of the mag-
netic core is negligible compared to the forcing field frequency
(which anyway must assure the coupling between the pri-
mary and secondary coils).

The RTD Fluxgate Idea

The RTD fluxgate, developed at the DIEES laboratory in
Catania, Italy, in collaboration with researchers from the
SPAWAR System Center, San Diego, California, is based on
a two-coil structure (primary and secondary) wound around
a suitable magnetic core having a hysteretic input-output
characteristic.

The basic idea is that the magnetic core has two switch-
ing thresholds and a two-state output, whose behavior can
be described via the double-well potential energy function,
U(m,t) [1]-[3]. To reverse the core magnetization (from
one steady state to the other), the driving field

treatment) (H(t) = H, + H,) must cross the switching thresholds. With a
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Fig. 2. (a) Potential energy function that describes the evolution over the time of the core magnetization. (b) Schematic representation of the switching events in

the case of a triangular excitation field with a superimposed dc target field.
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ﬂ Ote S continued

time-periodic excitation, H,, having an amplitude just suffi-
cient to cause switching between the steady states in the
absence of the target field, the hysteresis loop (or the underly-
ing potential energy function U(m, t)) is symmetric and two
identical residence times (defined as the time of residence in
one of the stable steady states of the core) are obtained leading
to a zero RTD. Then, the presence of the dc target signal (H,)
leads to a skewing of the hysteresis loop with a direct effect on
the residence times; they are no longer the same [6]. Figure
2(b) shows this situation for a triangular excitation superim-
posed on an external dc field. It is observed that the crossing
events (when H, + H, reaches the switching thresholds of the
hysteretic core) define two different residence times, so that
RTD # 0. The TD value depends on the target field.

A very simple sensor structure, negligible onboard power
requirements, and the intrinsic digital form of the readout
signal are the main advantages of the proposed strategy over
the conventional fluxgate. These statements will be dis-
cussed in the following, where the need to operate at low
frequency values (in the range 30-100 Hz) and low excitation
signal amplitudes to obtain high sensitivity is highlighted.
This is a very important feature for practical applications,
contrary to conventional fluxgates, which require large exci-
tations to improve the quality of the output signals.

Moreover, as discussed later, these detectors are charac-
terized by high sensitivity, suitable resolution, and low noise
floor comparable to that of marketed devices.

In the case of triangular excitation, the following expres-
sion for the device sensitivity was obtained [1], [2]:

ORTD 27
aHx a)I:Ig,

3)

5Tria =

H, and o being the amplitude and the frequency of the exci-
tation field, respectively. It must be highlighted that the fol-
lowing condition must be fulfilled to assure the system
switching:

H, > H, + H,, )

with H, being the coercive field of the magnetic core.

These expressions were obtained under the hypothesis
of a static soft magnetic core that rapidly saturates as the
forcing field level reaches the coercive field, which is con-
sistent with RTD theory [6] and the magnetic core adopted
to develop the prototype under investigation (see “An
Experimental Prototype”). The behavior of St as a func-
tion of the frequency and the amplitude of the excitation
field is shown in Figure 3(a). As expected, with a triangu-
lar excitation the sensitivity does not depend on the target
magnetic field amplitude, thereby allowing very simple
processing of the output signal. Moreover, the sensitivity
of the device increases as the excitation frequency and
amplitude decrease, thus allowing optimization of the
onboard power requirements.

In the case of a sinusoidal excitation, the following
expression of the device sensitivity is obtained [1], [2]:

ORTD 2

S T )
A, A,

Ssin =

Hcoerc=‘_1 6 A/m

S[ms/(A/m)]

4007

Excitation 070 10 Hexe (A/m)

Frequency (Hz)

Excitation Frequency=100 Hz, H ,e=1.6 A/m

Sensitivity [ms/(A/m)]

Fig. 3. Sensitivity in the case of (a) a triangular excitation and (b) a sinusoidal excitation.
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The form of Ss;, displays its dependence on both the ampli-
tude and frequency of the excitation and on the dc target sig-
nal level, H,. The behavior of Ss;, in the case of sinusoidal
bias is sketched in Figure 3(b). As can be observed, the
device sensitivity increases as A, decreases [of course, as
already discussed, the amplitude of the excitation must ful-
fill condition (4)]. At the same time Ss;, increases with H,
due to the variation in the excitation slope corresponding to
the crossing event times. The latter behavior becomes evi-
dent when I:IB =H,+H..

Figure 4 shows a comparison between sensitivities in the
case of a triangular excitation (circles) and a sinusoidal exci-
tation (solid lines) as a function of the excitation amplitude,
for several target signal values (each sensitivity curve has
been calculated for a fixed value of Hy). The results highlight
that the sensitivity curves, with the sinusoidal excitation,
will diverge in the limit set by (4) and represented by the

limiting excitation curves (the vertical dotted lines in the
graph background).

As an example, with H, = 2.2 A/m (with H. = 1.6 A/m),
the bound for the excitation is 3.8 A/m (obtained by comput-
ing H. + H,), as evidenced by the bold vertical line in Figure 4.
These bounds represent the minimum excitation value to
assure switching events for the target and coercive field con-
sidered values. In conclusion, it can be stated that the use of
a sinusoidal excitation, implying undesirable dependence of
the sensitivity on the target signal, is valuable when driving
the device at the switching threshold, as compared with tri-
angular excitation.

The latter consideration allows us to state that if the oper-
ating range of the sensor lies in a small interval (so that the
limit condition H, = Hy 4+ H. is roughly satisfied for each
target field belonging to the operating range) sinusoidal
excitation will perform better than the triangular excitation.

He=1.6 A/m, T=0.01s Hy=[0:0.2:12] A/m—

7 | The minimum value of the excitation field, | ]|

6t “ assuring the switching mechanism, for a i
o target field equal to 2.2 A/m, is
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Fig. 4. Comparison between sensitivity in the case of a triangular bias and a
sinusoidal bias as a function of the bias amplitude, for several values of the
target signal (each sensitivity curve corresponds to a fixed target signal). Two
different regions are evidenced for each value of the target field, which are
defined by the intersection between the sensitivity curve for the triangular
bias (circle) and the sensitivity curve for the sinusoidal bias corresponding to
the considered target signal: a region where the sinusoidal bias gives a best
sensitivity and a region where the triangular bias dominates. This behaviar is
consistent with the above consideration on the sensitivity burst very close to
the limit region of commutation (defined by He = H, + Hy). In fact, sensitiv-
ity in the case of the sinusoidal bias will diverge in this limit of operation. In
the graph the bound bias curves are also given (the vertical lines in the graph
background); each curve is related to one sensitivity curve and represents the
minimum value of the bias signal (He) driving the system into commutation
(the commutation limit) when the target signal amplitude (Hx) assumes value
for which each sensitivity curve has been calculated.
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Fig. 5. (a) Behavior of H, as function of excitation amplitude. The points A, B,
and C indicate where the hysteresis cycles were computed; (b) experimental hys-
teresis cycles (A,B,C) obtained for three values of excitation (sinusoidal) field.
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n Ot e S continued

Quantities Affecting the

RTD Fluxgate Performances

Influencing quantities, such as magnetic noise or electric
noise, perturb the behavior of the RTD fluxgate. In particu-
lar, the following indexes can be adopted to assess the effects
of noise on the performance of the device:

D noise floor

D resolution in terms of the minimum amplitude of H,,

which can be detected

D uncertainty in the estimation of the RTD

D uncertainty in the estimation of the target field, H,.

As procedures for the estimation of these quantities are
well known in the literature, we will focus on the main
contributions affecting these indexes and possible solutions.

Magnetic noise, electric noise, and poor magnetic cou-
pling leading to badly defined spiking output are the main
contributions to the quantities defined above. Moreover,
uncertainty introduced by the model relating the measured
RTD to the target field Hy must be taken into account to
evaluate the uncertainty of H,. To reduce these effects, the
following suggestions could be taken into account during
design of the device:

D reduce electric noise in the driving signal by using suit-

able shielding strategies

D reduce the effect of noise (superimposed on the output

signal) on the performance of the readout electronics
(e.g., a Schmitt Trigger to estimate the crossing events)
by increasing the frequency and the amplitude of the
bias field (although this clashes with a high level of
sensitivity)

D reduce the effect of a poorly defined spiking output on
the estimation of the RTD by improving the magnetic
coupling; as an example, a suitable choice of the mag-
netic core material would lead to better coupling and a
valuable output signal

D make uncertainty in readout electronics negligible as
compared to other contributions

D if applicable, including post-processing sections to fil-
ter out the noise. If, during the design, the effects of
electric noise and bad magnetic coupling are made neg-
ligible compared to the other causes, all the device
indexes addressed above could be considered as only
depending on magnetic noise.

Considerations on the

Design of an RTD Fluxgate

During the design of an RTD fluxgate, several choices must
be made, including the technology, the topology of the
core, and the selection of a suitable magnetic material.
Moreover, the operating conditions have to be defined,
allowing the required specifics in terms of power

Table 1. Magnetic materials adopted

for the magnetic core.

Material H:(A/m)
2714A as cast 1.6
2714A annealed 0.16
2705A as cast 1.12

i i i
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Fig. 6. Qutput voltages at the pick up coils by using (a) the 2705A core, as cast; (b) 2714A core, as cast. Curves are for excitation fields of amplitude: 3.5908

A/m, 1.7954 A/m, 1.4363 A/m, 1.2567 A/m, 1.0772 A/m, 0.8977 A/m.
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consumption, resolution, sensitivity, noise floor, and operat-
ing range to be met. Covering all these aspects is beyond the
scope of this general discussion, but some interesting con-
siderations on how to fix the operating conditions so as to
optimize the tradeoff between a suitable spiking output
(obtained with a high forcing field amplitude), power
requirements, and high sensitivity (requiring a low excita-
tion field) will be given. Moreover, some criteria for the
selection of the core material are discussed.
The dependence of the hysteresis cycle on the bias signal
amplitude and frequency is well known [10]. Figure 5(a)
shows the behavior of the coercive field as a function of the
forcing field amplitude for the prototype. Figure 5(b) depicts
the hysteresis cycles obtained with three (sinusoidal) excita-
tion field amplitudes (1 A/m, 2 A/m, 9 A/m) corresponding
to points A, B, C in Figure 5(a). As can be observed, reducing
the forcing field produces
D hysteretic loops that are no longer sharp (curve C) lead-
ing to a badly spiking output signal, which affects the
RTD readout strategy

D a sharp reduction in the coercive field, which is not
consistent with the possibility of working at the limit
(4) (H, = H. + Hy), represents the theoretical regime of
maximal sensitivity.

A suitable tradeoff between power requirements, sensi-
tivity, and reliability of the readout strategy (well defined
spiking output) must be assured. As an example, the oper-
ating conditions indicated with the arrow B seem to repre-
sent the lower bound of the forcing field amplitude
allowing the device to operate with a sharp characteristic
and a coercive field weakly dependent on the driving
field. The choice of a suitable material for the ferromag-
netic core gives the possibility to improve the features of
the device even further. Investigations into magnetic
materials belonging to the METGLAS alloys family and
shown in Table 1 were performed in [2]. One criterion for
selection of the most suitable material could be to fulfill
conditions allowing the device to operate in the region of
maximum sensitivity in the sense of (4), for a given small
operating range [2].

At the same time, a material assuring a well-defined
spiking voltage at the pickup coil could be much more
valuable than materials showing any other features. As an
example, Figure 6 shows responses of RTD fluxgate proto-
types using the 2705A and the 2714A cores. As can be
observed, the sharp hysteresis of material 2705A allows
the device to produce output signals performing better
than the 2714 as cast. This offers the opportunity to
decrease the value of the bias amplitude (increasing the
sensitivity and reducing the power demand) or improve
the performance of the readout strategy (in terms of relia-
bility in RTD computation).
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Table 2. Performances of the experimental
prototype, realized in PCB technology and

using the 2714A (cobalt-based) magnetic
core, by Metglass Solutions.

|

Fig. 10. A view of the characterization chamber used to force the target field on the RTD flux-

gate during the device characterization.

An Experimental Prototype
In the literature, there are many examples of fluxgate
magnetometers developed using different technologies,
from printed circuit board (PCB) technology to the stan-
dard CMOS approach [8], [9], [12], [15], [16], [22]. In this
section, some notes about an RTD fluxgate sensor devel-
oped in our laboratories by a standard PCB technology
are given [1], [2].

The device is made up of three layers, as shown in Figure
7. The as-cast magnetic alloy 2714A (cobalt-based), by
Metglass Solutions, was adopted for its very sharp character-
istic. Figure 8 shows the RTD fluxgate prototype and a sam-
ple of the magnetic core. The important parameters of the
adopted core are its coercive field, H. = 1.6 A/m, and the dc
permeability 1 > 80, 000.

\ Resolution (§HEXT) 1nT
ORTD
Best sensitivity (W) 20ms/uT
: EEXT
Demagnetizing factor ( H’I;NT ) 40
20pT

Noisefloor

v (Hz)
Power consumption ImW

Figure 9 shows the setup adopted to test the device,
which uses a digital scope, an arbitrary waveform generator,
and dedicated electronics to perform signal conditioning.

Figure 10 is a view of the characterization chamber adopted
to force a known magnetic field on the device.

Figures 11 and 12 show a comparison between the pre-
dicted sensitivity and the experimental behavior in the case
of a sinusoidal and triangular bias, respectively. It must be
observed that sensitivities are estimated as the ratio between
the RTD variation and the corresponding variation of the
magnetic field inside the device. The latter was estimated by
postprocessing input/output signals [1].

By analyzing the results, the predicted reduction in sensi-
tivity with increasing amplitudes and forcing term frequen-
cies emerges. The results clearly show that the predicted
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Fig. 11. Comparison between expected and actual sensitivities at 30 Hz and
60 Hz (sinusoidal excitation); the sensitivity has been computed over a varia-
tion of the target field of AH, = 0.155 A/m.
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Fig. 12. Comparison between expected and actual sensitivities at 30Hz and
60 Hz (triangular excitation); the sensitivity has been computed over a varia-
tion of the target field of AH, = 0.155 A/m.
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behavior suitably fits the observed behavior; however, modi-
fications in the nominal behavior of the coercive field due to
the reduction in the driving amplitude perturb the behavior
of the device with very low forcing fields.

Table 2 summarizes the other performance of the sensor
operating with a sinusoidal excitation field. The resolution
obtained (estimated as the minimum external magnetic field
detectable with the device), the demagnetization factor (cal-
culated by measuring the external field imposed on the
device and estimating the internal field by post-processing
the acquired input-output waveforms), and the noise floor
are comparable to those of a conventional device, making
these sensor very promising devices, due to their simplicity
and the other advantages highlighted in this article.
Moreover, as the target to be detected is a dc magnetic field,
an average operator can be applied over several periods of
the output waveform to improve the resolution and the noise
floor performance.
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electricity shortages, which culmi-
nated in massive shortages during
the early 2000s.

Imperfect Crystal Ball

A careful reading of Joe Keithley’s
book illustrates that throughout the
period covered by this book, no
seer could predict the future.
Scientific knowledge is increasing
and spreading. Measurement cer-
tainties have improved. Photonics,
also referred to as lightwave tech-
nologies, show evidence of becom-
ing an increasingly important
technology that could supersede
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and complement electronics in the
future. Extrapolation, though, may
be deceptive.
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