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Abstract—In this paper, we present the integration of a Wiki with lecture recordings using a tool called aofconvert, enabling the

students to visually reference lecture recordings in the Wiki at a precise moment in time of the lecture. This tight integration between a

Wiki and lecture materials allows the students to elaborate on the topics they learned in class as well as thoroughly discuss their own

aspects of those topics. This technology can enable students to get actively involved in a collaborative learning process. One

prerequisite for facilitating this consists in a reliable method for detecting slide transitions in lecture recordings. We describe an

improved technique for slide transition detection in video-based/screen-grabbed lecture recordings when the object-based

representation is not available. Our experiments demonstrate the accuracy of this new technique. A survey conducted with our students

after using the Wiki in class completes this article and demonstrates which technical features are most important for such a Wiki.

Index Terms—Electures, wiki, lecture recordings, enabling technology.

Ç

1 INTRODUCTION

WITH the increasing use of lecture recordings (they have
been used over 10 years and are nowadays widely

accepted) more and more lecturers tend to think that
recording their lectures is sufficient and that it is no longer
necessary to distribute a script of the lecture contents.
Zupancic and Horz [1] even state that “the time students
spent with ½. . .� recordings was comparable to [using]
scripts and books during the semester.” This might be true;
however, this leads to the fact that students consume the
lecture recordings passively at home, since no real interac-
tion with the learning material is needed. At many
universities lecture recordings are used as a simple
replacement for scripts. They are recorded during the
lecture or in a studio and then uploaded to the web or some
other distribution channel for time-independent delivery. In
addition, the content providers tend to create online portals
(like Academic Earth1 or our Electures-Portal2) for the
distribution of these e-lectures (or Electures as we call them)
that enables them to categorize and organize the materials
to make them more easily accessible.

Often no didactic scenario for using additional materials
or tools is developed at the universities employing lecture
recordings. The lecturers are not given any training on how
to reuse those materials nor are they at all taught how to use
lecture recordings or other new media. They also do not
provide the students with precise guidelines on how to use
these tools in their learning processes.

Research in the direction of students’ interaction with
learning materials [2], [3] shows that the level of engage-
ment with the given materials (e.g., animations) has an
effect on the students’ learning results.

Since there is no direct contact with other students or the
teacher while learning with lecture recordings at home—
compared to a live lecture—it would be useful to explore
whether using a tool to support the collaborative creation of
learning materials in a Wiki while maintaining a direct
relation to the employed lecture recordings helps the
students. To this end, investigations on the level of
engagement of students learning with lecture recordings
have to be conducted. More precisely, it has to be verified if
the students are motivated to collaboratively create Wiki
pages to enhance knowledge acquisition.

Before such studies are possible, enabling technology
needs to be developed. Therefore, in a first step, we created
a special Wiki and tested the technical aspects of these
applications in a computer science course with first year
students. Future work will comprise a learner centered
study to compare the learning outcome of students learning
with such a tool with the learning outcome of students
using a regular wiki or no wiki at all.

Our main contribution and technical developments
described in the following sections consists of the follow-
ing parts:

1. Using a newly developed tool (aofconvert), students
are able to directly and visually reference lecture
recordings in a Wiki at a specific point in time.

2. With this tool, we can convert object-based lecture
recordings to PDF and other output formats. Since
we access the vector representation of the elements
in the recording, this conversion is lossless and
scalable and, therefore, fits all possible output sizes.

3. If the vector-based representation is not accessible,
we use an improved technique for slide transition
detection in video-based/screen-grabbed lecture
recordings for further postprocessing.
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4. We show that using the object-based representation
for lecture recording has significant advantages
over screen-grabbing since the interaction of the
lecturer with the recording application itself is not
recorded. This facilitates the postprocessing of such
materials a lot.

2 RELATED WORK

More than 15 years ago the University of Freiburg
established a base for today’s lecture recordings. At that
time our group started with the development of a system
called AOF [4] which allows to record and transfer a
presentation (speech and the slides as well as the annota-
tions of the author) to several computers.

Of course over time those systems evolved a lot and
nowadays are very easy to use (i.e., commercial products
like Camtasia Studio3 or Lecturnity4). Therefore, more and
more lecturers want (or are pushed by the collective voice of
the students) to create lecture recordings of their everyday
presentations. Since almost every lecture from our compu-
ter science and microsystem technology departments (as
well as lectures from other disciplines like psychology, etc.)
are recorded, we get vast amounts of data that have to be
efficiently stored and organized.

Therefore, we created an advanced archive called the
Electures-Portal [5] where all of the Electures are archived
and organized for the students to easily access all materials.
They can download or stream the recordings to their
computers and search through them [6], [7] to easily find
what they need to revise or prepare for a course.

Wikis are getting more and more commonly used at
schools and universities in different settings. Parker and
Chao [8] showed how broadly Wikis are used, investigated
their contribution to several learning paradigms and
suggest different scenarios for an educational use of Wikis.

A few major points in using Wikis and other so-called
“Web 2.0” or “social software” are: they are easily and
rapidly deployable as well as easy to use. They allow the
users to focus on information exchange and collaborative
tasks instead of hindering them with the use of a difficult
technical environment.

Parker and Chao reflected that mostly two paradigms in
learning are supported by using a Wiki: the cooperative/
collaborative paradigm and the constructivist paradigm.
Both of these paradigms are interesting for us and with our
technological development we try to address both in our
learning scenario described in Section 5.

They also pointed out that using Wikis facilitates group
interaction and enables the students to create a set of
documents that reflect the shared knowledge of the
learning group.

By introducing the possibility to directly reference
lecture materials in the Wiki and even to further visually
cite what has been taught in class, we tighten the relation of
the created contents to the presented learning contents.

Using the slides2Wiki tool, O’Neill [9] described a setting
similar to ours, where students can create Wiki pages

starting from the contents of lecture slides. O’Neill put a
skeleton of the lecture materials onto a Wikipage and
encouraged the students to write them out.

O’Neill stated that there are basically three different
possibilities whether or not to distribute a script or the
slides to the students: 1) Do not give out the slides or
materials at all and, therefore, force the students to take
notes by themselves. 2) Give out the slides after the course.
3) Give out the materials to the students before the course so
that they can add their own notes.

She stated that, basically, all three approaches are
problematic since none of them satisfies all students,
especially when additional materials are used in class. She
tried to involve students to work on a Wiki by automatically
transferring the slides content into the Wiki and let the
students flesh out the created skeleton.

We consider this low-tech approach insufficient for the
creation of high-quality lecture notes. The main disadvan-
tage is that it imposes restrictions on the format of the
lecture materials.

The difference in our approach is that we keep the
original contents intact and do not copy them into the Wiki,
but allow the students to visually reference them and,
therefore, support the students to use a lot of different
materials (also from other courses) to create an article about
a certain topic.

We discovered that very often the slides do not follow a
structure that can be extended in the way O’Neill described
it. Therefore, it is more useful to pick out the lecture
contents that explain certain topics (i.e., an algorithm) or
show a diagram or an interesting object and let the students
discuss and develop an article in the Wiki that completely
depicts all the contents related to that topic.

There are other synchronous systems that allow students
to work more closely together on the topics of a lecture,
such as shared whiteboard systems or note-taking systems
such as “livenotes” [10]. Those systems are completely
different from ours in the way that they only support the
collaborative aspect of the students working together or
help the students to communicate between each other
during a lecture.

Sack and Waitelonis [11] described that they added Wiki
pages to their academic video search engine Yovisto which
can be supplemented either by the lecturer and other
academic staff members or the students by adding more
content to the lecture recordings. Using their engine, parts
of videos can also be referenced directly using a simple
hyperlink. The content of these Wiki pages can then be used
to improve the results of their search engine. They also
employed additional student- or user-generated content
such as tags to further improve those results.

Compared to our work, these Wiki pages simply
supplement the videos listed by the search engine rather
than giving students the possibility to reference certain
parts of the lecture recordings when editing the Wiki pages.
Yovistos Wiki pages can merely be used to explain or
discuss the contents of the video. In our work, we want to
employ the Wiki pages for collaborative work on a certain
topic. We offer students the possiblity to reuse and directly
reference all available lecture materials (such as lecture
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recordings) within the pages of our Wiki. For example, in
the introductory part of a Wikipage, they could include
videos or explanations from earlier materials of a certain
mathematical proposition and then build further explana-
tions upon this knowledge.

Lauer and Trahasch [12] proposed a model for directly
anchoring user’s discussions in learning contents. They
described how this model can be used in an application to
visualize students’ discussions on lecture recordings di-
rectly within those contents. Other authors mainly reused
the lecture recordings for distribution of the lectures
contents to other students or target groups over the web
or other mobile devices [13].

3 THE ELECTURES-WIKI

Wikis are widely employed at schools and universities [14],
[15], [16] as well as in companies [17], [18] for creating
intranets and other collections of knowledge. As stated by
Notary [19] and others, collaboration and negotiation with
other students leads to what is often referred to as “self-
explanation effect.” (We use the term collaboration in the
sense of a group of students working on the same clearly
defined exercise with different roles: the students have to
work together in small groups and are supervised by tutors
[20].) This effect can be increased by not only using text, but
also diagrams [21] and other materials (e.g., algorithm
visualisations).

Based on this, we were searching for possibilities to
combine the lecture recordings with a Wiki. We wanted the
students to be able to directly reference the contents of the
lectures by embedding visual references to the lecture
recordings, just as hyperlinks are commonly employed in
Wikis to reference other sources of knowledge.

Of course students could simply link to a certain lecture
recording, but we wanted to push this one step further and
allow a much more fine grained mode of reference: using
our Wiki, students can directly create a visual reference of a
certain point in the recording enabling them to directly
access the explanation the lecturer gave at the precise
referenced moment while learning with those Wiki pages.

Therefore, we implemented additional features on top of
an open source Wiki to fulfill our requirements as well as
other needed functions in a scientific environment (for
example advanced math formulae support, see Fig. 1).

In addition to visually reference lecture recordings and
other materials, we want the students to be able to continue
to learn anywhere using their created contents, independent

from having access to the internet or even a computer.

Using the Wiki, they can create a printable script, which is

often not available when lecture recordings are employed.
The results of our evaluation (see Section 5) show that

the Wiki and the additional features we implemented are

accepted and esteemed as helpful by most of the students.

Of course these subjective results have to be verified by a

more elaborate evaluation involving the real learning

outcome of the students, which is beyond the scope of

this paper.
Here, we concentrate on creating enabling technologies

for the reuse and postprocessing of lecture recordings.

4 TECHNICAL BACKGROUND

Visually referencing lecture recordings means that we had

to develop a tool (we call it aofconvert) which allows us to

include screenshots of learning materials (see Fig. 2) into

the Wiki. Since those screenshots are employed at several

sizes, this has to be done in a scalable way and in the best

possible quality (using lossless scaling/vector graphics

whenever possible).
To explain the conversion process for different media

types utilized in the Wiki, we introduce different classes of

learning materials. Lecture materials can be classified into

page-based media (e.g., PowerPoint or PDF documents) and

time-based media (as lecture recordings). Page-based contain

no notion of time. Navigation in these files is only possible

by navigating forward and backward in the pages of the

document. For every page, the content of this specific page

is clearly defined.
Contrarily to this, time-based media can display different

contents at different points in time on the same page. Most

of those documents allow random access based on a time

slider or other means of time-based navigation. During a

time interval, while displaying a specific page from time-

based media, the content of the currently displayed page

might change. Therefore, it is difficult to specify which

timestamp of the whole document represents a specific

page of this document.
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Fig. 1. Screenshot of the output of the new math Wiki plugin supporting

very complex math formulae.

Fig. 2. Scalable graphic of a lecture recording on peer-to-peer networks

at an arbitrary point in time.



Additionally, for time-based media, two subclasses exist:

time-based media with slide transition metadata (e.g.,
Lecturnity lecture recordings) and time-based media with-
out slide transition metadata (e.g., AVI movies like Tech-

smith Camtasia encoded lecture recordings). Slide
transition metadata consists at the very least of a list of

timestamps with corresponding page numbers denoting
the start time for displaying this specific page in the time-
based document.

Our tool aofconvert is able to process page-based as well
as time-based media and is able to create screenshots for

each slide or page that is shown in the lecture recording. For
time-based media, we have to detect the slide transitions
before we are able to create the screenshots in order to

reduce the vast amount of movie frames contained in a
lecture recording.

This problem is known as shot detection or temporal video

segmentation and there has been a lot of research on digital
video in this field. The survey conducted by Koprinska and

Carrato [22] gives an excellent overview about different
techniques in the area of digital video. Note, however, that

videos obtained by screen-grabbing have different char-
acteristics from digital videos such as movies. We will
explain this further in Section 4.2 where we will exploit the

characteristics of the histogram of such recordings.
Videos can be seen as a collection of images (video

frames) that are displayed one after the other. Since storing
all those images that often only differ in small parts of the
image would be very inefficient, most videos codecs

employ some sort of compression technique to only store
the changes needed to compute the next image based on the

previous frame.
Basically, all of the above algorithms measure the

difference between two consecutive video frames. There
are techniques for uncompressed video frames like the local

or global pixel difference (global ¼ based on the whole

picture, local ¼ only parts of the image are compared),
histogram-based comparisons (global and local), feature-
based techniques (i.e., edge detection) or more complex

variants like model-based techniques.
For compressed video (like MPEG), other techniques are

employed. An MPEG video, for example, mainly consists of
three different types of frames: I (intra), P (predicted), and B

(bi-directional) frames. For processing this format, one can
only use direct information from one frame (I-frames) or
more than one frame (P and B-frames). Additionally,

precomputed information, like motion vectors and block
averages can be used. A scene transition is detected if a
certain treshold (which is dependent on the employed

technique) for the difference of two consecutive frames is
met. If the similarity of two frames exceeds this threshold,

the image is completely decoded and the techniques of
uncompressed video are applied.

In our setting, the slide transitions of lecture recordings

are easier to identify than scene changes in digital videos/
movies. Additionally, videos created with an object-based

recording system (like Lecturnity) record additional slide
transition metadata that can be used to easily identify slide
transitions. When using screen-grabbing this metadata has

to be recorded by capturing keyboard or mouse input;
otherwise, it will have to be recomputed afterward with
complex postprocessing steps.

For other material belonging to the class without slide
transition metadata such as screen-grabbing videos (i.e.,

Camtasia encoded AVI videos), we developed a new and
sufficiently precise method to detect slide transitions.

Fig. 3 depicts the problem: we want to create only the
necessary amount of screenshots from a lecture recording.

The first five images look very similar, although they
contain small differences since the author moved the mouse
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after adding the handwritten annotation. The next image
shows a new page and our task is to identify the first five
images as the same page, and to recognize the slide
transition from image five to six.

There has already been some research tailored to screen-
grabbing videos done by Welte et al. [23], Kopf et al. [24],
Ziewer et al. [25] and others, of which the work of Ziewer
et al. is probably most similar to ours.

4.1 The Lecturnity Format

The Lecturnity Format (which still uses the format
originally developed for AOF [4], [26]) allows us to access
the vector-based representation of the recordings. It
basically consists of two main files: the event queue and the
object queue. The object queue defines all the objects that
appear in the lecture recording and the event queue defines
which of these objects appears at any point in time of the
recording. Fig. 4 shows the relation between these data
structures and the resulting slides. Line 6 of the object queue
(highlighted in bold in Fig. 4) describes an object with the
ID 6 (an image) which shall be displayed at timestamp 2
and timestamp 1,037 of the lecture recording (the first
column of the event queue is the timestamp in milliseconds
since the beginning of the playback).

For each slide (the second column in the event queue
denotes the slide number), our application draws the
contents of the lecture for the given timestamp as vector
objects on a panel which then can be scaled to any size
according to our preferences. Using a Java ImageWriter,
this panel can then be easily exported to a bitmap picture.

4.2 The Camtasia TSCC Format

To process the slides from a Camtasia encoded AVI video,

we implemented a full AVI demuxer and TSCC decoder in

the Java programming language. This enables us to access

every video frame and to decode it to create an image from

the frame data.
The Camtasia Format is not documented publicly. It can

only implicitly be derived from the implementation.

Because we are using some specialties of this format in

our tool, we will briefly describe how video frames are

encoded in the TSCC Format.
One AVI chunk (see [27] for a complete description of the

AVI format) in TSCC encoded videos consists of zlib

compressed data. After uncompressing this data, the

bitmap image can be decoded using an algorithm similar

to the run length encoding [28] with the difference that one

color pixel of the resulting image can be encoded in 8, 16,

24, or 32 bits. The color depth of the encoding can be read

from the metadata stored in the AVI header. Decreasing the

color depth allows higher compression of the files, since a

fewer number of colors can then be displayed in the

resulting files. Algorithm 1 shows the main procedure

needed to decode the final image.

Algorithm 1. Pseudocode of the decompression of a TSCC

encoded video frame

(AVI chunk after decompression with zlib).

Input: An RLE compressed byte sequence

Output: A decompressed picture
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1: b0 ¼ getNextByteðaviFileÞ
2: if b0 ¼¼ 0 then

3: b1 ¼ getNextByteðaviFileÞ
4: if b1 ¼¼ 0 then

5: return END_OF_LINE

6: else if b1 ¼¼ 1 then

7: return END_OF_IMAGE

8: else if b1 ¼¼ 2 then

9: {* change cursor position *}
10: p1 ¼ getNextByteðaviFileÞ
11: p2 ¼ getNextByteðaviFileÞ
12: currentPosYþ ¼ p2

13: currentPosXþ ¼ p1
14: else

15: {* depending on color depth (8,16,24,32)

copy color pixels to output *}

16: for i ¼ 0; i < b1; iþþ do

17: pixel ¼ getNextByteðaviFile; depthÞ;
18: drawðpixelÞ;
19: end for

20: end if

21: else

22: {� b0! ¼ 0; read one pixel and draw it b0 times *}

23: pixel ¼ getNextByteðaviFile; depthÞ;
24: for i ¼ 0; i < b0; iþþ do

25: drawðpixelÞ;
26: end for

27: end if

The draw() method of this algorithm (see Lines 18 and

25) calculates the color from the pixel value and draws

this pixel in the final image at the specified position

(currentPosX, currentPosY ). The RGB color to be drawn is

compressed in either 1, 2, or 3 bytes (depending on the color

depth) and can be obtained by expanding these bytes to

three integer values in the range of 0..255. A color histogram

usually consists of an array of size 256 for each band (red,

green, blue). During the color decoding process, we can

easily compute the three-band color histogram of the image

without adding to the overall complexity of the decoding

algorithm (increasing one integer for every color pixel is

done in constant time), since the values for each band of a

color pixel are already known. This histogram can then be

used to detect the slide transitions, we need to identify the

start point for each page of the document.
As we can see in Fig. 5, the histogram for TSCC encoded

images (see Figs. 5c and 5d) is very special compared to a
histogram from a photorealistic image (see Figs. 5a and 5b).
Fig. 5d shows a histogram with very nice curves for the
three-color bands. The histograms of the TSCC encoded
images are very different and look more like a discrete
signal (which results from the color compression). Fig. 5f
shows the histogram of a TSCC encoded image with black
text on a white background. Here, only two values in the
histogram are left (black and white). Using this information
in the histograms page transitions in TSCC encoded videos
can be detected more easily.

When changing from one slide to another, either the
amount of text on this slide differs from the amount of the
previous slide or additional images/objects are displayed

on it. The intuitive approach of our slide detection
algorithm is, that whenever a slide transition occurs, then
the value of the most frequent color in the histogram
changes significantly. According to this assumption, it is
sufficient to evaluate this value to decide whether a slide
transition happens between two consecutive frames or not.
In case the author is using a background with a gradient
(see Fig. 5c) then the font color is usually the most frequent
color. If the background is filled with a solid color (i.e.,
white, see Fig. 5e), then this color is the most frequent color.
When changing from one slide to another one either
increases/decreases the number of pixels with the font
color or increases/decreases the number of pixels with the
background color. The case where a slide change occurs
without changing the value of the most frequent color in the
histogram is considered so rare that it can be neglected (in
our experiments it only happened when artificially forced).

As the author can interact with the slides and the
presentation tool during the recording, annotations (such
as handwritten annotations, mouse pointers, or popup
menus) appear on the slides and have to be removed to be
able to precisely identify slide transitions. Fig. 6 depicts
some of the noise our tool removes/ignores during the
detection process.

Handwritten annotations are detected by analyzing the
color of pixels and comparing it with a previously trained
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model of annotations and the chosen color for the
annotation pen. Manually training this model for every
author improves the results of this detection process. Our
tool then removes the pixels of the handwritten annotations
from the computed histogram and then decides, based on
the most frequent color of the resulting histogram, if a slide
transition has occured.

4.3 Effectiveness of the Slide Transition Detection
Algorithm

Experiments have shown that this simplistic approach is
sufficiently precise for detecting slide transitions in normal
lecture recordings which do not have slide transition
metadata.

Let D¼fd1; d2; . . . ; dng be a set of n documents. Let di2D
be made up of m slides, fsi1; si2; . . . ; simg ¼ Si.

From the complete set D of 1,800 TSCC encoded videos,
we have in the archive of the Electures-Portal (each with a
duration between 10 and 90 minutes), we processed 185
with our tool. We call this set of videos D185 � D. The
videos in D185 have an average of 138 keyframes (full image
frames) and our tool selects an average of 32 slides from the
keyframes of the corresponding video.

Of course the original media used can be composed of
more slides (i.e., if the lecturer is using one set of
presentation slides for several recordings) or fewer slides
(if the lecturer is jumping forward and backward in the
presentation during recording) than we have in the actual
recording.

From D185, we chose 40 videos where we manually
decided which frames should be selected by our tool if it
were working optimally. We call this set of videos
D40 � D185. Let Sr, Ss � Si be the set of retrieved and
relevant slides, respectively, where Si are the slides in
document di 2 D40. We then calculate the precision pi as
shown in (1) and the recall ri from (2) as follows:

pi ¼
jSr \ Ssj
jSrj

; ð1Þ

ri ¼
jSr \ Ssj
jSsj

: ð2Þ

The precision is p ¼ 0:86% on average and recall is r ¼ 1:00,
on average, which means that our tool behaves very closely
to the manual selection of slide transitions (this means that
86 percent of the slides are correctly identified).

Table 1 in the Appendix, which can be found on the
Computer Society Digital Library at http://doi.
ieee computersociety.org/10.1109/TLT.2011.18, shows the
detailed results of the experiments with D40.

Fig. 7 shows one of the reasons for errors. During
recording, the lecturer interacts with the presentation
software, which means that some of the used tools show
up in the recorded image when using screen-grabbing. Of
course the appearance of toolbars, menus, popups, etc., in
the recording is unwanted and can be avoided by employ-
ing object-based recording or specifying a specific region to

be screen-grabbed where these popups do not occur.
Whenever such a popup is shown in the lecture recording
our tool detects this as a slide transition since the contents of
the slide significantly change.

4.4 Using the Wiki

The process to insert a visual reference (called screenshot)

for a specific timestamp works as follows (see Fig. 8):

1. The user edits the Wikipage and clicks on add
screenshot.

2. Then, he chooses the desired lecture by picking the
appropriate values from the select boxes in the
displayed form.

3. The screenshots are then automatically generated by
our tool. Of course our tools carefully selects the
displayed images (by detecting the slide transitions
with the method described in Sections 4.1 and 4.2) to
display only the minimal amount of images and
therefore ease the selection process. The user then
selects one of these screenshots.

4. The selected screenshot is inserted in the Wiki and
displayed with a set of icons which point to the
original files.

5. Clicking on one of these icons (i.e., the Flash icon)
directly opens the requested recording (in Flash
format) at the specific point in time (see Fig. 8e).

By reducing the number of slides created by our tool, we
simplify the process of inserting the correct screenshot in
the Wiki.

The conversion, we implemented for object-based media,
gave us another very useful feature as a bonus: we are now
able to generate a scalable version of the annotated slides
(e.g., in PDF format) which can be distributed to our
students and printed. This solves the problem that, so far,
lecture recordings could not be printed in an efficient
manner (only by taking screenshots of each slide and
printing those manually).

Nowadays, more and more services can be accessed
online without requiring a special software to be installed
on the users’ client.5 We also follow this approach with our
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Fig. 7. Tools/popups appearing in the recorded slides.

5. Google for example is a pioneer in this field with their Browser
Chrome and Google Chrome OS: http://en.wikipedia.org/w/index.php?
title=Google_Chrome_OS&oldid=331630477.

Fig. 6. Mouse pointers appearing in the recorded slides.



Wiki. When inserting a visual reference into the Wiki, it
also automatically inserts several icons in the lower right
corner of the visual reference (see Fig. 10 on page 11), which
can be used to directly access the lecture recordings in
different file formats (i.e., Flash, Lecturnity, and a link to
the course page). When selecting one of these links, the
playback of the lecture will start at the exact time which
was used to reference the lecture content in the screenshot.

This is not only possible for time-based media, but also

for page-based media. Using our tool aofconvert, we can also

convert the page-based materials to the PDF format or into a

set of images (including annotations) and view them online

using an online viewer like the Google Docs Viewer. This

enables us to directly access and precisely reference page-

based material as well (see Fig. 9).
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The figures in this paper also show very nicely how
important it is to use scalable file formats such as Flash or
PDF whenever possible. Reusing nonscalable images might
become cumbersome. Fig. 2 is a scalable vector graphics
created with our tool and can perfectly be displayed in
arbitrary size. Figs. 3, 4, or 10 are not scalable (screenshots)
and contain artifacts resulting from the image compression
algorithm.

A script export of the Wiki pages was also implemented.
Since we already had a renderer in the Wiki which was able
to output all the contents as HTML-Files, we reused this
functionality to create a direct PDF export of the pages. PDF
files exported with this functionality enable our students to
save and print their work for “offline use,” thus enabling a
reuse of the materials in different contexts.

5 USE AND EVALUATION OF THE WIKI

Before testing the level of engagement of students using the
Wiki, we first wanted to improve the quality of our tool.
We, therefore, presented an early prototype of the tool to a
group of e-learning experts to get their opinion about it and
further enhance our technology. After receiving their
feedback and implementing changes, we then decided to
find out if our tool would be usable in a course and if so,
which of the technical features we implemented were the
most important. To this end, we used the Wiki in a
computer science course by asking groups of students to

collaboratively create Wiki pages on certain topics as

described in Section 5.2. We then describe the technical

evaluation of our tool in Section 5.3.

5.1 Prototype Poll among E-Learning Experts

Before the Wiki was used by our students in class, we

presented the idea of the Wiki as a prototype demo to an

audience of e-learning users and professionals. The proto-

type was presented to the audience (employees from

companies working in the e-learning field and also employ-

ees from universities) and they were asked five questions

and could answer the given choices with a remote control.

The admittedly subjective feedback we got from this short

live evaluation was very positive (n � 40):

. Question 1) How did you like the presented idea?
very good: 52.40 percent, good: 38.10 percent,
satisfactory: 9.50 percent, fair: 0 percent, bad:
0 percent.

. Question 2) Does the presented prototype have
practical relevance? yes, unrestricted: 40.90 percent,
yes, if certain improvements are made: 50.00 percent,
rather pertaining to research: 9.10 percent, no,
currently not: 0 percent, no not even in the future:
0 percent.

. Question 3) How do you judge the technical
implementation? very good: 8.30 percent, good:
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66.70 percent, satisfactory: 20.80 percent, fair:
4.20 percent, bad: 0 percent.

. Question 4) How do you judge the overall presented
functionality? very good: 8.70 percent, good:
65.20 percent, satisfactory: 21.70 percent, fair: 0 per-
cent, bad: 4.30 percent.

. Question 5) Would you consider employing the
system at your organisation when it is ready for
production use? yes, unrestricted: 28.60 percent, yes,
if certain improvements are made: 57.10 percent, no,
currently not: 9.50 percent, no since it does not fit
our needs: 4.80 percent.

This feedback inspired us to improve the system further
and to employ it in a real course in class.

5.2 Use of the Wiki in Class

During the 2008 summer semester, we made our first
experiments with our enhanced Wiki in a computer science
course on Algorithms and Data Structures.

Seventy seven students were enrolled in this course and
apart from the main course (where a professor taught the
topics), they were enrolled in tutorials and had to solve
exercises by themselves. Those exercises were partly
programming exercises, while others had the goal to create
Wiki articles about the more theoretical and conceptual
parts of the course. We used this second kind of exercises
to get feedback on the following points: the technical
features of our Wiki, the practicality of the current
implementaion, and if we succeeded in creating enabling
technology that supports students working more actively
with lecture recordings.

The students were split into eight groups of more or less
the same size, depending on the complexity of the topic
they had to work on in the exercise.

Tutors helped the students in further splitting their
group into the various parts of the topics contributing to the
overall group article.

The first topics given were “Linear Linked Lists,” “Stacks

and Queues,” “Skip Lists,” “Bubble Sort, Selection Sort, and

Insertion Sort,” “Heap Sort,” “Merge and Distribution

Sort,” “Search Algorithms,” and “Quick Sort.”
The article created by one group of students in the Wiki

was then assessed by instructors as follows:

. correctness: 40 percent;

. contents: 30 percent;

. clarity of article: 15 percent;

. style of presentation: 15 percent.

This exercise was repeated with a second list of topics

and the same assessment scheme: “Hashing,” “Balanced

Trees,” “Amortisation,” “Fibonacci-Heaps,” “Natural

Search trees,” “Dynamic tables,” “Graphs,” and “Self-

organizing Lists.”
In addition to the topics, the students were given a list of

contents to include, for example for the topic “Linear linked

lists” this was

1. Clearly define linear linked lists.
2. Describe the linked list data structure; node ele-

ments, pointers, accessibility.
3. Explain the insertion and deletion operations and

the run-time analyses.
4. Describe the concepts of the double linked list; node

elements, pointers, accessibility.
5. Explain the insertion and deletion operation of the

double linked list, and the run-time analyses.
6. Provide examples.

The tutors helped the students regarding the use of the

Wiki and were able to give further hints on improving

the articles.
In the first round, the students were given an incentive

to create excellent articles, as each student of the winning
group should get a 1 GB USB Stick. The topics of the
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Fig. 10. Screenshot of a part of one of the Wiki pages created by students using visual references.



second round were a lot more difficult for first-year
students than those in the first round and also the incentive
for the best contribution was not given anymore. The
quality of the created articles differed for both rounds: in
the first round the articles were rated with an average
grade of 92.01 percent (contents: 26.00 percent, correctness:
40.00 percent, clarity of article: 13.13 percent, style of
presentation: 12.88 percent).

The second round still yielded good articles, but not as
clear as the first round, with 75.16 percent, on average. This
can either be assigned to the missing incentive or to the
increased difficulty of the given exercise and should be
checked in further experiments.

5.3 Evaluation of Technical Features

In order to evaluate how the students were working with
the Wiki and what technical features were the most
important, we asked them a set of questions (77 students
were asked to fill in the questionnaire and we received
33 full answers).

Most of the questions were Likert-scale questions with
five items ranging from þ2 to �2, including 0, where þ2
represents a positive rating and �2 a negative one.

From the 33 students who completely filled the ques-
tionnaire, 88 percent had German as their first language. We
asked this to check whether people with another native
language had more problems with the Wiki than others, but
that was not the case.

First, we asked the students general questions regarding
the use of the Wiki: most of the students found it useful to
use a Wiki in class, with an arithmetic mean (�) of 0.97 and
median (m) of 1. The students were indifferent in
recommending to reuse the Wiki in future classes: � ¼ 1,
m ¼ 0. The pre-partitioning in groups that had to work on
different topics in the Wiki was also not rated as especially
useful: � ¼ 0:55, m ¼ 0. On the other hand, the given article
structure was rated as useful: � ¼ 1:09, m ¼ 1. The help
from the tutors does not seem to be as important to the
students participating in the survey: � ¼ 0:18, m ¼ 0. Also,
the students did not use the Wiki very intensively to
prepare for the exams: � ¼ �0:48, m ¼ �1. This is probably
due to a wrong design of the integration of the wiki in our
course and could be improved by making it a part of the
final assessment.

After those introductory questions, we also asked the
students some more technical questions and how easy it
was for them to use the Wiki. It seems that using the Wiki
did not pose the students many problems, only two

students answered that it was difficult for them to use it:
� ¼ 1:03, m ¼ 1.

We also wanted to know which of the special features we
implemented were the most important for the students and
how they rated them one by one.

We found that all of the features we implemented
(export as a PDF, syntax highlighting for programming
languages, insertion of applets and Flash as well as visually
referencing lecture recordings) were regarded as useful.
Table 1 shows the results of the students rating of the
functionalities (columns �1 and m1).

To be able to directly compare the usefulness of the
functionalities in the Wiki, we also asked the students to
rank the features from 1 (best place, most useful function-
ality) to 7 (last place, least useful functionality).

This yielded almost the same results (only including Java
applets and including Flash switched their positions), see
columns �2 and m2 in Table 1.

The additional feedback we got from the students was
also very important to us. The comments ranged from
“Using the Wiki should be integrated more into the classes”
to “the whole thing seems to be completely superfluous.”
Fortunately, only one of the students stated such a negative
opinion regarding the use of our Wiki.

Most of the comments pointed us in directions on how to
improve the usefulness of the Wiki. “Better LATEX support
is needed,” “please include the possibility to directly insert
an OpenOffice math formula,” or “please make this offer a
sustainable one.”

6 CONCLUSIONS AND OUTLOOK

Mostly due to the positive feedback we decided to further
improve the original prototype of the Wiki: the main
features (like visually referencing lecture recordings and
advanced math formulae support) had to be included in the
Electures-Portal to be accessible for everyone. The most
important features have already been implemented (like the
math formulae plugin) and the tool to visually reference
lecture recordings (aofconvert) is now supporting various
filetypes (like PDF, OpenDocument Presentations, Power-
Point, TSCC, and Lecturnity videos and so on).

Regarding the Wiki, the user interface could be im-
proved; especially selecting the material to link to is a
tedious process if one has to fill in the values for all eight
steps as seen in Fig. 8b. This could be improved by
analyzing the current text of the edited section of the Wiki
and automatically recommending matching lecture materi-
als to the user.

Most importantly this work has settled the basis for our
further work: testing if the learning outcome of students can
be improved using our tool. Based on the findings of our
experiments and the feedback we got from our students we
will further evaluate the use of the Wiki in class with
different experimental groups.

Our plans also include to ensure that the Wiki will
always be available and can be used by all the teachers at
our faculty. We will offer the possibility to create a Wiki for
a specific course (where the access permissions can be
restricted to the students of the course) and we will also
offer one central Wiki that can be used by everyone.
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Rating and Ranking Results of the Wiki Functionalities



But of course just implementing a lot of different tools

does not improve the quality of the lectures. This would

also involve training the lecturers to make more use of

multimedia as well as didactical training for instructors to

avoid the completely passive consumption of lectures

toward integrated projects and a more active learning.

ACKNOWLEDGMENTS

The authors would like to thank Andreas Janzen for the

very first prototype of the Electures-Wiki. We would also

like to thank Mike Melanson for his tips regarding the TSCC

codec and Jan-Michael Brummer for moral support while

implementing the decoding of the color information. We

also want to thank Cristina Amparo Hagman for proof

reading this article and adding several missing commas and

especially Khaireel Mohamed and Tobias Lauer as well as

the reviewers for all their valuable suggestions.

REFERENCES

[1] B. Zupancic and H. Horz, “Lecture Recording and Its Use in a
Traditional University Course,” ACM SIGCSE Bull., vol. 34, no. 3,
pp. 24-28, 2002.

[2] N. Myller, M. Laakso, and A. Korhonen, “Analyzing Engagement
Taxonomy in Collaborative Algorithm Visualization,” Proc. 12th
Ann. SIGCSE Conf. Innovation and Technology in Computer Science
Education (ITiCSE ’07), pp. 251-255, 2007.

[3] T. Lauer, “When Does Algorithm Visualization Improve Algo-
rithm Learning?—Reviewing and Refining an Evaluation Frame-
work,” Proc. Informatics Education Europe III, Dec. 2008.

[4] W. Hürst, G. Maass, R. Müller, and T. Ottmann, “The Authoring
on the Fly System for Automatic Presentation Recording,” Proc.
Extended Abstract Conf. Human Factors in Computing Systems
(CHI ’01), pp. 5-6, Apr. 2001.

[5] C. Hermann, W. Hürst, and M. Welte, “The eLecture-Portal: An
Advanced Archive for Lecture Recordings,” Proc. Informatics
Education Europe, Oct. 2006.

[6] W. Hürst, “Suche in Aufgezeichneten Vorträgen und Vorlesun-
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