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Abstract: Future high-performance computers require optical interconnects with aggregated
Exa-Byte/s data transport. Densely packed arrays of vertical-cavity surface-emitting lasers
(VCSELs) might present the only feasible technical solution. The high-speed properties of
semiconductor lasers, however, are strongly affected by their operating temperature. Ther-
mal crosstalk becomes dominant when densely packed arrays of high-speed VCSELs are
required. In this paper, we derive the maximum bandwidth of future VCSEL-based optical
interconnects from the influence of device heating occurring in high-speed VCSEL arrays.
Furthermore, we estimate the scalability of this technology and address the challenges.
From our calculations we obtain, that VCSEL arrays are scalable from a bandwidth density
of 100 Gbps/mm2 with today’s devices up to a technological limit of 15 Tbps/mm2.

Index Terms: Vertical-cavity surface-emitting laser (VCSEL), optical interconnects, energy
efficiency, high-performance computing, VCSEL arrays, scalability.

1. Bandwidth Demands in Systems
The exponential growth of computer performance and Internet traffic is taken as an indicator of
development and progress of our communication society. The performance increase of computer
systems is scaling with a factor 1000 for every ten years, and the global Internet protocol (IP) traffic
grows even faster. These numbers are interdependent, as the Internet traffic is routed through
larger and larger data centers (DCs). Currently, these DCs are built out of 100.000 s of servers
operating in parallel. With the increase in parallelism, we are facing a transition from Moore’s law,
where the performance increase is scaling with the number of transistors that can be placed onto a
die, to Amdahl’s law of balanced and ideally parallel systems. Amdahl’s law states that, for each
floating point operation, one byte has to be transmitted through the system’s interconnect.
According to IBM, the performance of a single server is going to reach 10 Teraflop by 2020, leading
to an aggregated Exa-Byte/s data transport in DCs and high-performance computers [1]. The trend
of doubling the bandwidth requirements every 18 months is also a major challenge for network
operators and system vendors, which are fighting against an exponential increase in technical effort
and cost. Furthermore, without technological innovation, this also means that the power consumed
by DCs and the grid continues to grow exponentially. BGreen IT[ has therefore become a crucial
subject. According the International Technology Roadmap for Semiconductors (ITRS), lasers for
future optical interconnects should be highly energy efficient. In 2015, energy-efficient high-speed

Vol. 4, No. 5, October 2012 Page 1831

IEEE Photonics Journal VCSEL-Based Light Sources



lasers operating at 100 mW/Tbps (100 fJ/bit) will be required [2], [3]. Each new generation of
supercomputers is required to deliver a vast boost in computational speed but has to keep cost and
energy consumption at a moderate level. This is no longer possible with copper-based intercon-
nects. Already in 2008 IBM’s Peta-Flop Supercomputer incorporated 48 000 optical links. Following
the roadmap dictated by the market, 2020’s Exa-Flop mainframes will need more than 320 million
optical interconnects running at 5x the speed at 1/50 of the energy consumption and 1/400 of the
price compared to the optical links used in 2008 [4]. The largest part of the energy consumed by
these computers is then consumed by the interconnects. To give another example, today’s most
powerful high-performance computer provides only 0.01 Exa-Flop but consumes already 2/3 of the
power budget (20 MW) reserved for future Exa-Flop mainframes.

Vertical-cavity surface-emitting lasers (VCSELs) are an answer to the question that optical tech-
nology will present a workhorse of future interconnects. VCSELs are capable to deliver highest
modulation speeds beyond 40 Gbps [5], [6]. At the same time, they consume small amounts of
power and can be mass fabricated at very low cost. While directly modulated edge-emitting laser
diodes are a competing device technology with steady improvements in speed and efficiency,
VCSELs are indispensable for 2-D arrays.

In order to be applied in short optical interconnects, VCSELs have to deliver high serial band-
widths with small footprints, allowing dense packaging and uncooled operation. Moreover, the
scalability of a certain technology is also limited by the amount of links that can be connected.
System designers from Google have stated in 2011 that 40 Gbps would be the bandwidth desired
for their next generation of DCs [7]. IBM, on the other hand, envisions 25 Gb/s interconnect speed
for their 2020’s Exa-Flop mainframes [1].

For system scalability, very dense packaging of the optical chips is a necessity. The VCSEL
footprint, being one order of magnitude smaller than edge emitters, is also in favor of this
technology. Additionally, only surface-emitting devices can be easily fabricated in 2-D arrays. To
ensure a compact hybrid package, bottom-emitting devices with the electrical fan-out on the one
side, and the optical on the other have been proposed by IBM’s TERABUS project [8]. Last but not
the least, VCSELs have a much smaller energy consumption than other types of laser diodes and
would, just for that reason, be the light source of choice in future applications as far as no excessive
output power is in demand [9].

As the optical interconnect market requires a volume of multibillions of devices to be available,
the mature GaAs-based technology seems to present the only basis for the years to come. For
integrated optoelectronics on silicon, VCSELs at wavelengths beyond 1300 nm based on InP might
be part of a later step of evolution [10]. Up to 1300 nm, quantum-dot VCSELs still rely on GaAs
technology [11]. Further shrinking of footprint and energy consumption, together with higher
bandwidth, are requirements favoring novel technologies like nanolasers or metal-clad surface-
emitting lasers one day [12], [13].

In this paper, we evaluate the scalability limits of optical interconnects based on 2-D ultra high-
speed VCSELs arrays. Thermal crowding turns out to be the limiting factor. As a result, energy-
efficient VCSELs are advantageous for scaling up.

2. Scaling VCSEL-Based Optical Interconnects
Having the very challenging requirements of future optical interconnects with millions of channels in
mind, we have to ask about the technological limits. Following IBM’s visions for 2020, 80 Tb/s input/
output (IO) bandwidth per server will be required [1]. Since the whole server will be on a chip, the
interconnect should ideally not usemore space than the server die. This translates into optoelectronic
devices with a small footprint integrated into a 3-D stack on CMOS. One side of the chip will be
occupied by the inevitable heat sink; the other sidewill be needed for the optical IO fan-out. This layout
is schematically depicted in Fig. 1. As the VCSELs are sitting on top of their driver chip plus the server
die, thermal stability is a crucial figure of merit. Furthermore, as the heat sinking of the optoelectronics
goes via the silicon die and also affects the server chip, the heat generated by the devices should
be as little as possible. Energy efficiency of the VCSEL devices is therefore a basic prerequisite.
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As these considerations seem trivial, we would like to derive a more quantitative statement
addressing the questions about the scalability limit of VCSEL-based optical interconnects. Of
particular interest are the tradeoffs that we have to face when scaling up. Additionally, we will
identify characteristics of good device designs for scalable VCSELs within an array.

To start with, we can state that the bandwidth ðBW Þ of an optical interconnect is aggregated from
a number of n devices operating at a bitrate BR in parallel

BW ¼ n � BR: (1)

Consequently, the system bandwidth can be limited by:
• the number of channels n;
• the footprint of the devices;
• the bitrate per channel;
• the thermal budget of each device;
• and the thermal crosstalk of large VCSEL arrays.

2.1. Limits Due to Thermal Crosstalk
Scaling up the total bandwidth of an optical interconnect means placing more and more devices

more and more densely together. This leads inevitably to thermal crowding, which is a well-known
effect for large VCSEL arrays [14]–[16]. Generally speaking, the heat-sink temperature THeatSink will
be raised by a value �T due to thermal crowding within an array. On the other hand, any VCSEL
device has a maximum operation temperature Tmax, where it still works within its specifications. This
basic physical relationship limits the scaling of optical interconnects. In order to get a more
quantitative statement, we calculate the influence of this effect in a spherical coordinate system for
round arrays in Cartesian pitch configuration on an infinite heat sink. The thermal distribution
�TiðsÞ, with s as the distance from the heat source, at the surface of the heat sink caused by a
single VCSEL is

�TiðsÞ ¼
Pdiss

�

Z1
s

dr
2�r 2

¼ Pdiss

2��s
: (2)

Fig. 1. Envisioned schematic layout of a future VCSEL-based optical interconnect based on 3-D
stacking of optoelectronics on CMOS.
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The integration path and the precise definition of all dimensional parameters can be found in [16].
As a next step, we integrate over all the thermal contributions of all VCSELs within the array of
radius R, yielding the thermal distribution of the whole array �T ðr Þ. The boundary condition for the
thermal distribution is �T ð1Þ ¼ 0

�T ðr Þ ¼ 1
d2

ZR�r

0

Zþ�

��

�TiðsÞs d’ ds þ
ZRþr

R�r

Zþ’ðs;rÞ

�’ðs;rÞ

�TiðsÞs d’ ds

0
B@

1
CA (3)

¼ 2
�
� PdissR

d2�
� E r

R

� �
¼ 2

ffiffiffiffiffi
1
�3

r
�
ffiffiffi
n

p
� Pdiss

d � � � E r
R

� �
(4)

with

EðkÞ �
Z1
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2t2

1� t2
dt

r
(5)

being the complete elliptic integral of the second kind. The thermal crowding from an array of
n ¼ 900 VCSELs placed at a distance d of 50 �m with 12-mW dissipated power Pdiss each is
depicted in Fig. 2. Even directly placed on an infinite copper heat sink with a good thermal con-
ductivity � of 400 W/(mK), we can predict a raise in temperature of more than 10 K.

For optical interconnects, still, the devices running at the highest temperatures in the center of the
array have to be within the specifications

THeatSink þ�T �Tmax (6)

) �Tmax ¼Tmax � THeatSink ¼
!
�T ð0Þ: (7)

With (4), we yield

�Tmax ¼ �T ð0Þ ¼
ffiffiffi
1
�

r
�
ffiffiffi
n

p
� Pdiss

d � � : (8)

The dissipated power Pdiss ¼ UI � Popt, with U and I as the VCSELs bias voltage and current and
Popt as optical output power, is dependent on the data rate, as VCSELs have to be operated at

Fig. 2. Already in rather small arrays with less than 1000 VCSELs thermal crowding can no longer be
neglected. Here, we depict results for an array of 900 devices; 50-�m pitch; Pdiss ¼ 12 mW; directly on
copper as calculated from (4) (solid line). From numerical finite element simulators we obtain the same
results (scatters plus graphical output as background inset).
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sufficiently large current to achieve ultimate photon densities and high relaxation oscillation fre-
quencies. To take this effect into account, we define the heat-to-bitrate ratio as a figure of merit for
efficiency

HBR ¼ Pdiss

BR
: (9)

Energy efficiency of VCSELs can be also benchmarked in terms of total electrical energy to
bitrate, the so-called energy-to-data ratio ðEDRÞ [17]. EDR and HBR are interconnected by the wall-
plug efficiency ðWPEÞ

WPE ¼ 1� HBR=EDR: (10)

The thermally limited maximum bandwidth BWmax of an optical interconnect based on VCSEL
arrays is then

) BWmax ¼
ffiffiffi
�

p
��Tmax �

d
HBR

�
ffiffiffi
n

p
� � (11)

or, for a given area A

BWmax ¼
ffiffiffi
�

p
��Tmax �

ffiffiffiffi
A

p
� �

HBR
(12)

with the pitch d limited to

dopt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A
�

r
� BR � HBR

� ��Tmax

s
(13)

or a bitrate limitation

BRmax ¼
ffiffiffi
�

p
��Tmax �

�

HBR
� d

2ffiffiffiffi
A

p : (14)

Equation (11) expresses the following dilemma: Scaling is not just putting more channels more
densely together, as one might conclude from (1). The maximum achievable bandwidth is only
scaling with the square root of the number n of devices, but the cost will at least scale with n if not
n2. High serial bandwidths of each channel ðBRÞ are the way to keep the number of devices and the
cost down. On the other hand, as we can see from (12), the maximum bandwidth for a given area
does neither depend on the number of devices nor bitrate at which they are operating. These are
quite interesting results, as this might seem to be counterintuitive to (1), where we started from. The
derived scaling rules tell us the following:

• For large arrays, optical interconnect will suffer from thermal crowding.
• This limits the number of devices that we can put on the array and/or the maximum bandwidth
at which we can drive them.

• For a given area, we can find an optimal pitch, limiting the thermal crosstalk to acceptable
levels.

• If HBR would be a constant across all bitrates, we could also derive a maximum bitrate at given
array geometries.

From (12), we can see that thermal stability and energy efficiency are the two figures of
merit to scale bandwidth up. The total bandwidth of an interconnect is not directly dependent
on the bitrate per channel, but the number of channels depends on this quantity. Therefore, the
system complexity and cost can be kept down by utilizing fewer channels running at higher
bitrates.
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In the following, we would like to give some realistic numbers based on experimental evidence
and discuss the scaling limits of VCSEL technology.

2.2. Limits of Energy Efficiency
In a first-order approximation, for a given directly modulated VCSEL, the resonance frequency fR

rises with the square root of the VCSEL power Pout, which is (at low drive currents near threshold Ith)
proportional to the current I above threshold

f 2R / Pout / I � Ith: (15)

Therefore, it is trivial to understand that high-speed VCSELs typically consume more energy per
bit when they are operated at higher bitrates. However, VCSELs designed to work at ultra-high
bitrates do not necessarily get more energy efficient just by simply reducing the pump current and
the bitrate. In order to realize energy-efficient high-speed performance, large resonance frequen-
cies must be achieved at a low drive current. Assuming linear behavior we can define a D-factor
and a modified factor DBR based on the bitrate

fR � D
ffiffiffiffiffiffiffiffiffiffiffiffi
I � Ith

p
/ BR � DBR

ffiffiffiffiffiffiffiffiffiffiffiffi
I � Ith

p
: (16)

To model the electrical power consumed by the VCSEL, we use an ideal diode with series
resistance and define

U � Uth þ RdI (17)

with Uth as threshold voltage and Rd as the differential series resistance. Then, we can write the
energy efficiency EDR as follows:

EDR ¼ U � I
BR

¼ 1
BR

BR
DBR

� �2

þIth

 !
Uth þ

BR
DBR

� �2

þIth

 !2

Rd

2
4

3
5 (18)

¼Uth
BR
D2

BR

þ Ith
BR

� �
þ Rd

BR3=4

DBR

� �2

þ Ithffiffiffiffiffiffiffi
BR

p
 !2

: (19)

Although, depending on the application, either the EDR or the HBR value appears to be a more
relevant figure of merit, both figures can be used to judge the energy efficiency. Furthermore, a
small value of EDR also translates into an even smaller value of HBR (HBR G EDR as WPE G 1).
In order to achieve a small value of EDR and an efficient laser, the differential resistance RD and the
laser threshold Uth have to be as small as possible. This means that we need to optimize the
VCSEL targeting very low electrical losses. A large bitrate would be required to compensate high
threshold currents. On the other hand, for a given D-factor, a higher bitrate translates into an inferior
efficiency. Lasers with very small threshold currents are thus imperative. If we neglect the threshold
current in (19), we obtain

EDRjIth¼0 ¼ Uth
BR
D2

BR

þ Rd
BR3

D4
BR

: (20)

From (20), we learn that low EDR-values become more and more difficult for higher bitrates. A
high D-factor, on the other hand, is crucial for efficient lasers. A formula for the D-factor depending
on intrinsic laser parameters can be derived from small-signal analysis

D ¼ 1
2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vg
e

� �i a
Vres

r
(21)
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with �i as internal quantum efficiency; Vres as the volume of the optical resonator; and a, vg , and e
as differential gain, group velocity, and elementary charge, respectively. Obviously, small-aperture
VCSELs are beneficial in many ways for energy-efficient links. Threshold is reached at low currents
and the D-factor is larger due to smaller resonator and active volume. At the same time, the
differential series resistance Rd will rise however. This tradeoff in design is depicted in Fig. 3. The
efficiency versus the bitrate is plotted utilizing (19) and the device values shown in the inset.
Extremely efficient devices obviously require ultra-low threshold currents. VCSELs optimized for
energy-efficient operation at ultra-high speeds require more energy.

Recently, large progress on energy-efficient VCSELs was made at the Center of Nanophotonics
at the Technical University of Berlin by Moser et al. [17], [18]. Devices were optimized for highest
energy efficiency at different bitrates. The results are presented in Fig. 4 and compared with the
results of other groups [19]–[23]. The best HBR values reported are 69-mW/Tbps at 17 Gb/s and
99 mW/Tbps at 25 Gb/s, respectively. At 35 Gb/s, 233 mW/Tbps is needed for error-free data
transmission. These experimental results are in good agreement with our theoretical predictions
presented in Fig. 3.

Fig. 3. Calculated efficiency versus bitrate plot based on (20). A typical VCSEL in ultra- energy-efficient
design (solid line) and a typical VCSEL optimized for high data rates (dashed line) were modeled. No
intrinsic bandwidth limitation is assumed here. Near the bandwidth limitation of real-world devices, the
EDR raises very fast.

Fig. 4. Energy-efficient VCSEL data links. Data-transmission at efficiencies below 100 mW/Tbps have
been demonstrated. Data-transmission at higher bitrates becomes less energy efficient.
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Data transmission at higher bitrates requires more energy and causes more dissipated heat
limiting the maximum performance of large VCSEL arrays. However, we have to note that the
energy efficiency of a VCSEL is not independent off the bitrate. The region of best energy efficiency
depends on the device design, as shown in Fig. 3. Fortunately, the energy efficiency of VCSELs is
quite tolerant toward temperature variations [7], [17], [18] if we keep a certain margin to the
maximum device ratings.

2.3. Limits of Bitrates and Thermal Stability
From (12), we can learn that thermal stability and energy efficiency are equally important for

VCSEL-based optical interconnects. Large bitrates per channel can keep the number of channels
and therefore system complexity and cost down. Consequently, we have to ask about the limits of
bitrates and thermal stability.

For applications in digital communication, the maximum speed at which information can be
transmitted is depending on the laser’s modulation bandwidth. Additionally, the transfer function of
the laser should be free of peaking or resonances within the used frequency range. VCSELs, with
their high intrinsic damping, are superior in this aspect compared to edge emitters. This is why
VCSELs usually allow quite high data rates compared with their bandwidth.

To identify the limits of modulation, a rate-equation analysis is a useful instrument [24], [25].
Although many approximations and assumptions are necessary and numerical methods would give
better results, the nonlinearity and uncertainties of real devices are so large that understandable
and intuitive formulas are very helpful.

Damping and resonance are coupled by the K -factor giving the limits for overdamping. For easy
modeling, parasitics can be added by a first-order low-pass filter. In various textbooks, we can find
further calculations finding limits caused by parasitic, device heating, damping, and so on.
Unfortunately, the assumptions made to keep these formulas easy might be valid for edge-emitting
lasers operating around 2.5 Gb/s, however, do not hold for VCSELs beyond 10 Gb/s.

To identify intrinsic limitations, we have to look at the original equations gained from a small-
signal rate-equation analysis

4�2 � f 2R ¼ v2
g � gth � � � a � S (22)

K � � � �0

f 2R
� �

f 2R
¼ 4�2

vg
� 1
gth

1
�
þ ap

a

� �
: (23)

The resonance frequency fR , as given in (22), is limited by group velocity vg , threshold gain gth,
the confinement � of the optical wave, the differential gain a, and the photon density S. For large
modulation speed, a large resonance frequency is preferential. By raising fR , also the damping
raises, causing a limitation of the performance. The figure of merit to judge how fast damping rises
with increasing resonance frequency is the K -factor, which is also connected to device parameters.
The relationship is given in (23) with ap as the gain compression factor. Although the damping
flattens out the response, which is beneficial in some cases [26], small K -factors are preferential for
ultimate modulation speeds. Consequently, threshold gain, optical confinement, and differential
gain have to be maximized. Additionally, high photon densities at low gain compression are
needed. Last but not the least, a very good thermal design is crucial, as otherwise, a high photon
density will never be achieved and all other figures of merit will degrade.

Therefore, we identify as real limits for high-speed VCSELs:
• Parasitics, which are directly limiting the overdamped responses;
• Damping, which gives a real physical limit and increases the effect of parasitics;
• Limitations of the relaxation oscillation frequency fR by device heating, the active medium, and
the laser cavity;

• Other nonlinear effects such as transport, spatial hole burning, current crowding, and modal
properties.
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Although these considerations are, in general, independent of the laser wavelength, the desired
emission wavelength also has an impact on the potential device speed and thermal properties. This
is caused by two reasons. First, longer wavelength devices require lower band-gap materials, which
provide inferior carrier confinement. Additionally nonradiative effects such as Auger are more pro-
nounced, and free-carrier absorption rises with the second power of the wavelength [27]. Further-
more, adjustments made to accommodate the desired wavelength (e.g., devices grown on GaAs or
InP substrates) also have side effects on the device performance. These facts in a nutshell can be
found in Table 1, giving an overview of certain laser wavelengths favored by nature assuming state-
of-the-art device technology. The line around 1310 nm represents the switching from GaAs to InP
substrate. Longer emission wavelengths go together with higher material strain in the active
medium and better gain properties. Fundamental absorption limits the material composition of high-
index media at shorter wavelengths. This results in inferior vertical confinement [25]. Low-loss
tunnel junctions require low band-gap materials and can therefore be realized more easily for long-
wavelength devices. For heat extraction, binary alloys provide one order of magnitude better
thermal conductivity than their ternary or quaternary counterparts. It turns out that emission wave-
lengths around 1 �m seem to be a very promising candidate for laser sources operating at ultimate
speeds [19].

Achievements on the field of high-speed temperature-stable VCSELs were made at the Center of
Nanophotonics at the Technical University of Berlin [28], [29]. Data-transmission experiments were
carried out under ambient temperatures from �14 to þ155 �C allowing us to identify error-free
operation at bitrates from 12.5 to 49 Gb/s. These results are plotted together with the results of other
groups in Fig. 5 [6], [23], [26], [30]–[40] and allow us to estimate the limits of the scalability of large
VCSEL arrays for optical interconnects.

2.4. Limits of Scaling VCSEL Arrays
In order to meet the scalability challenge of future optical interconnects, we have to consider the

tradeoffs between speed, temperature stability, and energy efficiency. We also have to estimate the
technological limits of today’s VCSEL technologies. From recently published results, we believe that
commercial devices with serial nonreturn-to-zero (NRZ) coded data rates beyond 40 Gb/s are
feasible. Devices with 12.5 Gb/s are standard, and 25-Gb/s VCSELs will be the next product offered
by many companies in the very near future [26], [40]. Temperature stability can be extended up to
155 �C heat-sink temperature at data rates of 12.5 Gb/s, while heat-sink temperatures of 55 �C and
85 �C can be easily achieved by commercial devices. Highly energy-efficient devices can operate
up to 25 Gb/s below 100 fJ/bit; 40 Gb/s below 250 fJ/bit is ambitious but not unphysical [18], [22],
while efficiencies around 1000 fJ/bit are industry standard. For VCSEL arrays, a pitch of 250 �m is
the industry standard for many years, which could be scaled down to around 25 �m then hitting
technological limits.

Let us assume an optical interconnect in a 3-D-stack on CMOS as sketched in Fig. 1. Common
die sizes are approximately 100 mm2 for desktop CPUs and 500 mm2 for server chips. Those die

TABLE 1

The impact of emission-wavelength dependent device technology on potential modulation speed. Bþ[
means that high-speed devices can be realized with small effort utilizing state-of-the-art device
technology. B�[ means that physics can inhibit good device performance if no technological
workaround is applied
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sizes were quasi-constant for more than a decade and seem therefore to be reasonable numbers
for future projections. For heat sinking, we assume the VCSELs to directly sit on a silicon heat sink
with a very good thermal conductivity � of 120 W/(Km). If this heat sink contains a CPU and a driver
chip, it will operate already at high temperature levels. Additionally, VCSELs need an optical fan-out
blocking that side for heat extraction. Therefore, we sketch three scenarios: VCSELs that should
not exceed 55 �C operating temperature should not suffer from thermal crowding exceeding 5 K,
which corresponds to a quite cool die of 50 �C. Temperature-stable VCSELs operating at 85 �C
could enable die temperatures of 75 �C and still keep a margin of 10 K allowing for larger arrays. An
ultimate temperature scenario would be 155 �C for the VCSELs and a �Tmax of 70 K corresponding
to 85 �C original die temperature. Of course, one has to note that the die temperature will rise with
the VCSEL array on top. However, highly temperature-stable silicon chips are already in the market
for quite some time fulfilling rugged military standards.

Now, we are ready to answer the following questions:
• How many Gb/s can we pack on a mm2?
• Are we limited by the footprint of the VCSELs?
These field-relevant numbers are now combined to several scenarios and evaluated by (11)–(13).

The results are given in Table 2.
Scenario #1 demonstrates what could be achieved with easily available VCSELs. If these

devices are integrated in a 3-D stack on CMOS, desktop-die-sized arrays can deliver bandwidths
beyond 10 Tb/s. A bandwidth density of 100 Gbps/mm2 can be achieved with quite sparse pitches
around 350 �m, limiting thermal crowding to 5 K. The other scenarios show the potential scalability
of this technology.

Scenario #2 is for large arrays of next-generation commercial VCSELs for high-speed operation
at 25 Gb/s in large server-die-sized arrays. Since the bandwidth only scales with the square root of
the array area, the solitary devices have to be twice as temperature stable to keep the bandwidth
density at a constant level and allowing scaling up the total bandwidth. Very sparse pitches beyond
500 �m are required to keep thermal crowding at a moderate level.

Utilizing ultra-high-speed devices (scenario #3) reduce the number of channels and therefore the
complexity of the optical bus, but neither deliver more bandwidth nor a larger bandwidth density. If
we do not like to operate these devices at ultimate temperatures, which might be a wise decision
having reliability in mind, energy efficiency is the way to scale up. Reducing the dissipated heat per
bit by a factor of four quadruples total bandwidth and bandwidth density (scenario #4). If we need to
scale up the bandwidth further, and we can handle tenth or hundreds of thousand optical channels,
boosting energy efficiency up on the cost of per channel bitrate is the way to go. Scenario #5 shows

Fig. 5. High-speed temperature-stable VCSEL data links. Data-transmission up to 155 �C has been
demonstrated. Data-transmission at highest bitrates requires active device cooling.
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that 1 Tbps/mm2 can be achieved with recently published ultra-energy-efficient VCSELs. Finally, we
would like to address the question whether we are facing a footprint limit of VCSELs soon. Scenario
#6 is maximized to stress the footprint requirements. Squeezing ultra-temperature-stable ultra-
energy-efficient VCSELs on a small array would allow reducing the pitch down to 29 �m. This is still
in the technological range of VCSELs.

These considerations show that VCSEL-based optical interconnects can fulfill the requirements
of future high-performance computers for about one decade. The bandwidth is scalable from the
Terabyte/second to the Petabyte/second range. This gives potential successor technologies like
electrooptically-modulated VCSELs [41], [42] or nanolasers [12], [13] time to mature. Today’s
VCSELs are limited by their still too large heat produced rather than their large footprint. Successor
technologies have to show clear advantages in energy efficiency.

This paper focused on the emitter side. Similar estimates have to be made for receivers [5].
Devices that can both operate as sender or receiver might also be of interest [43]. Handling the
optical fan-out with thousands of optical channels and electrical multichannel drivers are other big
challenge. Furthermore, efficient VCSEL driver chips in CMOS are another open issue, which still
needs to be solved.

3. Conclusion
Based on present experimental data, VCSEL-based optical interconnect technology can, in prin-
ciple, deliver the highly ambitious 80-Tbps IO bandwidth envisioned for future 10-Teraflop server
CPUs. The bandwidth density is scalable from reasonably 100 Gbps/mm2 to a physical limit (based
on today’s device technology) around 15 Tbps/mm2. More energy-efficient devices dissipating less
heat are the best solution for scaling the bandwidth up. A high serial bandwidth of the individual
channels just helps to keep the number of channels and the complexity of the optical output low but
does not enable higher IO throughput.
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