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Information Power Grid: 
The new frontier in parallel 
computing ? 

ASA s Inforination Power Grid is a n  examplc of a n  
cmerging, exciting concept that caii potcntially riialzc 

Iiigh-performance computing power accessible to gcncral 
users as easily and seaiiilessly as clcctricity lrom a n  electrical 
power grid. In the TPC: systcm, Iiigh-I’c’fonnancc computers 
located at  geographically distrihtited sites will be coiiiicctcd 
over a high-speed intcrcnnnection nctwnrk. Users will be able 
to suhmit computatianal jobs at  any site, and tlic systciii will 
scck the best availalde computational reso~~rccs, tvansfer tlic 
uscr’s input data scts to that system, access othcr needed data 
sets from rcnwtc sites, pcrfnnn the spccified coinputations 
and analysis, ;urd then return tlic resulting data sets to the 

N ” .  . . ’  

uscr. Systems such as the II’G will be 
able to support larger applications 
than cver before. 

New types nf applications will also 
be eiuihlcd, such as multidisciplioarp 
collaburation mivirumnents tllat cnu- 
plc gcogtnphically dispersed conqmte, 
data, scientific insilunents, and people 
vesources togetherusingn suite ofgrid- 
wide sciuiccs. IPG’s fundamental tecli- 
iiology comes from ciirrciit research 
rcsults in  tlie arca of large-scalc con- 
putational grids. Figure 1 provides an 
inmitivc view ofa wide-area conipiita- 
tinnal grid. 

Rcccntly, a pancl discussion weis 
cngaged at IPPS/SPDP ’99 to discuss 
the technical cballeiigcs n l  cnmpura- 
t i r d  grids and the research rmdcnvay 
to solve thcsc challengcs (sec “l’anel 
mcmlicrs” sidebar). This report s u n -  

grounds, each with liis n t  her own perspective on cmiputational 
grids. S J i l i a s h  Saiiii frriin NASA Aims represented grid users. 
Ileiinis C.annuii from lndiaila University, curtcntly visiting 
NASA Amcs LO support the I K ’ s  dcvelopiiieiit, provided an  
iiiipicmcntation perspcctivc. Thrce otlier pancl members arc 
currently rcscarching various aspccts of cuiiipotational grids. 
i<cnto ilida hoiii the ‘l’rrkyo Iiistitutc of‘rcchnology is working 
with perforinancc evaluation and schcduling techniques for 
large-scale grids. 1x11 l io r ter  of Argonnc National L a h a t o r y  
and tlie Univcrsity of  Chicago c d c a d s  the Glolius ptnjcct (with 
Carl I<cssclmnn), wliicli invest igntrs gri&eoahling scivices o’ns- 
f a ’ s  preseiitation was given Iiy Saini). ihdrew Grinishaw froiii 

Visualization 

L Suoercomouters Remote sensors 

environments Databases, 
mass storage n i a r k m  that iliscussiou. 

T h e  University nf Minnesota’s 
Vipin I(umarmoderated t h c p a d .  Its 
iiiembers caiiic from various back- 

Figure 1. Conceptual view of a computational grid. (Figure courtesy of 
William Johnston, www.nas.nasa.gov/lPG, 1999.) 
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Panel members 
Kento Aida is a lmnrcr in the Dcpar~mcnt of Coinputatioilal Intcl- 
ligcnco and Systems Science a1 Llic Tokyo Institute of'l'cchnology. 
I lis research interests include schctliiling tcchniqmes on partdlc l  iind 
distrilrutcd systems, global computing systems, ~~anllelizing coni- 
pilars, a i d  moltipruecssor operating systems. IIe receivcd his BS, 
MS and PliD degrees in electrical eogincrriog from \Vas& Uoi- 
vcrsily, Tokyo. Contact him a t  aidaO)cs.rlir.titech.ac.ip; WWW.CS. 
dis.titrch. ac.jp/-aiida. 

Frederica Darema is the senior science ;iiid tcchnnloby advisor ;it 
the National Scknce Foonrlatinn's Experimental and lntegniive 
Activities (Elf\) and the Directorate far Computer & Inlorrnrtion 
Science end Engineeriog (CISE) , and director of tlie Next Genera- 
tion Software Program. l l c r  intere~ts and tcchnical contributions 
s 1 ~ n  the devclapmeot of pilrallel applicalioos, psrallcl algorithm, 
progrmming models, envimnnicnts, and pcrfnrmancc Incthods ancl 
tools for the design of  applications and of s o h w e  for parilllel a n c l  
distributed systems. She received a RS Trnm the UnivcrsitgofAtlicos, 
a n  MS in ihcorcticll noclear physics from thc  Illinois Instintic of 
Technology, and her PhD in theoretical tiiiclcxr physics from tlie 
University of California st Davis. Contact her at dnremaOnsf.gov. 

Ian Foster is senior scientist snd associate director of thc Mathc- 
miltics and Computer Science Division a t  Argonnr Natioiial L a b  
mtoly. IIe illso holds a position as associate professor of Computcr 
Scicnce at die University uf Chicago. IIir rcserrch interests arc in 
high-lic'fomiaoce parallel and distributed computing. IIe co-leads 
with Carl Kessclnian of USClISI the Globus project, a multi-insti- 
hltiond effort developing basic infrasvucure lor bigh-perfnnnance 
grids. Contact him tit  fosterOmcs.anl.g-o\.. 

Dennis Gannon is a professor in tlie DepartmcntofConipiiter Sci- 
ence at  Indians Univemity, which hc also chairs. His research inter- 
ests involve the construction of distrihotcd applications lraserl on 
sofnvsre component rcchnology, the integration ofparallel and dis- 
tribntctl programming systems, die design of prohlnn-solving 
"wnrkbcnch portals," iind distributed grid services. In addition, he is 
GI pnruier in tlic NSI; Compntdonsl Cosinoliigy Crmd Chdlengc 
project, the DOE 2000 Common Componcnt Arcbitccnire sofnvarc 
tools group, snd the NCSA Alliance. Contact him a t  gsntnonO 
cs.indians.edu. 

the University of Virginia leads the Lcgion project, which is 
pursuing a cnmpoi~ent-based oljject rnodel for grid architectwe. 

In any research cnmmunity, thc Itinding agciicies play a n  
iiiiportant role in accelerating technical prngrcss. T h e  National 
Science Fouudation's Frederica Uareina has devclopcd pro- 
grams fnstering research inn, ncw snftwarc approaches for grid 
application design environments and rontimc systcnw. Finally, 
Jmnshcd Mirza Iram IBM's Scrvcr Group provided industi-y's 
perspective i n  the development of grid tcchnnlngy. 

backgrouods, all acknnwledgcd the impormiice of corupor.itioiia1 
grids. i\lthough tlic overall discussion was ainied tnwartl cdu- 
catingtlie audience about cnmpiic.itiona1 grids, there was also a 
significant discussion ahoui the challenger in cnnstmcting diem. 
Fben with this ~ I I I I S C I I S ~ I S ,  computational grids encompass a 
hroad spectrum of research tnpics. Given this diversity, any 
attempt til suminariee each panel member's positicm statcnicnt 
would lead to a ftagmenterl list detailing cach panclist's cnrreiit 
work. Tlierefnrc, this report tries to suininarize and syl i t l~csizc 
die collective thouglits a if the panelists. 

Evvmi though the pinel meinhers represented a diver 
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In particular, wc will try to answer thc 
following basic questinns alrout coni- 
ptmtional grids: 

Wha t  is grid computing and why do 
we need it? 
What  are tlie technical challcngcs in 
building large-scale grids? 
What  ate the enabling technologies 
required to solve these challenges? 
W h a t  is the role of industry in grid 
techno log^^ dcvelopruent? 

WHAT IS GRID COMPUTING AND 
WHY DO WE NEED IT? 

While the powcr grid analogy pro- 
vides some insight into liow a compu- 
tational grid should Irchavc, grids arc 
Iicst ilcscrihcd hy their physical coli- 
struction, target applications, and why 
these complex systems arc nccdcd. 

Physically, high-spccd LANs, \VANS, 
and Long-Haul networks seme to coli- 
nect heterngencnus compnters, data 
repositories, oser-interface facilities, and 
rcal-time scientific instruments. In time, 
these rcsourccs will bc pooled together 
from geographically dispersed sitcs with 
different atlministrativc domains. A grid- 
wide upcrating system hridges tlie ie t -  
crogcncous systeiiis together by lxovid- 
ing a diverse set uf seiviccs, crcatiog the 
scarnlcss coinpmitional engine, which 
supports new and  divcrsc applications. 
Altemativcly, Darcma stated that futnre 

high-end petaflops platfurnls will be cnmposcd of Iieteroge- 
ncnus prnccssing nodcs interconnected with inultiple levels nf 
networks, invrilvc rlccp mcmoiy liicnircliies, and interface to a 
variety of I/O devices. We might look at dicsc platform archi- 
tcctiircs as "grids in  a box" or GiBs (see I'igurc 2). 

Saini, Foster, and Darema prnvidcd cxamples of grid-scale 
appliaitioiis. ' I  'liese applications fall into dic frllowingcatcgo~ics: 

,jh-ii~-tim, or on-ilmuimlann coinputinE. On-demand comput- 
ing provides access to specialized resoli 
needed on a sl im-twin or infrequent hasis. When such a 
rcsnurcc is rcqiicstcd, it is usually needed iiiimediately. Hnw- 
ever, hecause access needs arc sparsc, thcre might not tic sol- 
iicicnt justification to own the resources or cvcn collucate 
users with the resuurces. In a grid cnvironmcm, many users 
might share such resources cnst-effectively. On-demand 
computing iiiiist dynamically support a potentially large user 
populatiun a n d  il nuniber u l  diversr. rcso~~rccs. l'cchnology 
issues with on-dernand computing inclode resoiirce location, 
schedoling and coschccluling with local resources, code con- 
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figuration inanageinetit, security, a i d  
payment mechanisms in an open 
cnvironment. 
Dntn-intensive computing. With  the 
cnrrcnt explosion in information, 
data-intensive coinputing Becomes 
art iiuportant applicatiun area that 
must he supported by grids, which 
involves the synthesis of new infor- 
ination frnin geographically distrib- 
uted data sources. A key issue that 
the grid must solve is the sclicduling 
and canfigoration of high-volume 
data flows through the multiple lev- 
els of ncnvork hierarchy. . Colhzbolatiue cornpting.. Perhaps the 
newest application enabled by con- 
putational grids is collahorative corn- 
puting, or the creation of laborato- 
ries without walls. T h e  hasic goal is 
ti, enhance tlie interactions between 
humans and computing rcsnnrces 
that might be gcograpliically distrih- 
utcd. 'lhere are many issues involved 
in dealing with human perceptual 
capahilitics and the rich variety of 
interactions that might take place 
with the computational resources. 
lfigh-throughput computing. Iiigh- 
througli~iut computing involves exc- 
cuting BS inany tasks as possible 
within a givcn time frame. Oftcn, thr. 
tasks arc Ionsely coupled or totally 
independent. Tlic large number of 
resources available in a erid orovides 

Andrew S. Grimhaw is a n  associate professor of Computer Sci- 
ence and directoroftl,eInstitte ofParallelCompotatianattheUni- 
versity of Virginia. His rescarch intcrcsts include high-performance 
parallel computing, heterogeneovs parallcl competing, conipilerr tor 
parallel systems, operating systcms, sild higll-pcrfinnancc p"~a I1c l  
WO. I le  is the chief designcr and architect ofMentat a n d  Legion. 
Tie received hisMS andPhD t i ~ ~ ~ i  tl,eUiiivc~sityofIIIinois, Urhana- 
Champaign. Contact him kat g~iiirshaweVirginis.edu. 

Vipin Kuniar is thc ilircctor of the Army High Performancc Com- 
puting Research Ccnter am1 a professor of computer science st t hc  
University of Minnesota. His rcscarch interests include high-pcr- 
fonnance computing, parallel algorithms for scientific computing 
pmblems, and data mining. His rcscarch has resulted in the devel- 
opment of the isoefficiency metric for evaluating the scalability of 
parallel algorithms, as well BS highly elticientpsrilllei algorithms and 
software for sparse matrix hctorizatiian (PSPACES), graph parti- 
tioning (METIS, ParMctis), VLSI circuit pnrritioning (IMetis), and 
dense hierarchical solvers. Contact him at kumsre cs.umn.edo; 
www.cs,uino.edu/-~,~"~~.  

Jamshed H. Mina is 811 IBM Distinguished Engineer ilnd B mcm- 
bcr of the IBM Academy ofl'cchnalagy. IIr works in the Srrvcr 
Architecture group, end has been a part ofthc team h a t  designs and 
develops thc RISC Symd6000 SP system. His cumnt rcsponsibil- 
ities include systems architemre and technology stratcgy for future 
SP systcms. His area of expertise is coniputer srjtems architecture 
with a focus on high-performance computing, wpcrscalar dcsigns, 
and parallel processing. Contact him at nirza9us.ibm.corr1. 

Subhash Snini manages a department a t  NASAibnes Research 
Center that includes several groups such as Iufntmation System 
Perfomiancc Madcling; dgaritluns, Architccmrcs and Application; 
Informstion Powcr Grid Architectures: Lcgacy Codes Motlmrnizs- 
tion: Higher Level Languages; Nanotechnology; and Devicc Mod- 
eling. His research interests involve performance evalustion and 
modeling of a new generation uf CMOS-trasecl proccssors end 
highly parallel computers. He rcceivcd his PhD from the Univer- 
sity oldnuthem California. Contact him at ssaiiliemnil.a~~,nasx.gov. 

y L  

many spare cycles for throughput conilniting. Key to tlie 
success of higI~-throughput cornpnung is accurate resourcc 
load infonnatioii and cfficicnt scheduling mcchanisms. 
DirrrihstedrUl,E7To~~~iti~g. A driving gnal of coinputational 
grids is to solvr. problem that cannot currently bc solvcd on 
a single system hy aggregating computational rcsourccs 
from inany sites together. Fundamental issues include par- 
allel algorithm scalability and tight cosclieduling of 
resources from multiple coinputing sitcs. Implicit in dis- 
tributed supercomputing is that the rcsources are typically 
very crpensive and therefore very limitcd. Distributed 
supercornputing might be a component nf nther grid appli- 
cations such as on-demand computing or collahorativc 
computing. 

Vaster noted that a computational grid is not an alternative 
to parallel computing. Grids arc Inosely coupled hy higher- 
latency and lowcr-handwidth WAN interconnections. Addi- 
tionally, only one of the tive grid-scale application classes con- 
centrate on traditional supcrcnmpoting applicatims. Many 

envisioncd grid applications will s p n  scvcral nf tlie almvc 
classes. Fnr exainplc, a tclc-iinmersive engineering applica- 
lion might use un-demand distriliutcd supercomputing to per- 
form real-time compimtims but also require data-intensive 
methods to mnvc the visuali7,ation data hctwccn t hc  cumpw 
tational sites and tlic user interfaces. Another such cxample 
integrates dynaniioally collected data with simulatiuns. Such 
applications extend the nntiiin of coinputational grids to 
include einbedded systcms a n d  remote seiisors for ficld-data 
cnllection. 'These applicatims use data-intensive methods to 
inow thc data (collected in  real timc) to distributed s u p -  
cninputers, which perform simulations based 011 the cnllrcted 
data in a just-in-time hshiun. Successful grid applications cou- 
ple resources that cannot he replicnted at  a single site (evcn 
with the expected growth r r f  single systeins). 'l'his is the clrib 
ving force behind grids. Grids let ~ s e r s  solvc larger or new 
problems Ily pooling resources that could nut be conpled 
Ixfnre. According to Saini, grids enablc a hilly networked 
research conimunity in  which applicatiun scientists can inter- 
act with computer scientists. In thc end, such inultidiscipli- 
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nary cullalioration lends to highly opti- 
mizcd, lowcr-cost pruducts. 

Mirzn p i n t e d  out that grid-likestruc- 
tiires that can support the al~iive applica- 
cion classes can also he used to solvc a 
variety of commercial cotnputing p r n b  
Iems. In commcrcial computing, coin- 
putcrs are being used not just for running 
a business-online tl.ansaction 1 ~ r c ~ ~ s s " -  
ing (OLTP), enterprise requirements 
planning (ERP), and document prcpal.a- 
tion, for example-lint also increasingly 
to gain strategic competitive advantage 
hy mining the transaction data to make 
business decisions. Howcvcr, su iw ' f  
costs dmninatc thc cost of owncrship of 

Figure 2. Physical grids and GiBs (grids in a box). 

cotnputing systenas. In many hosincss 
cnvironmcnts, the dernand fur cumputing cycles varies with 
business and product cyclcs i ls wcll, and  is &en difficolt to 
predict. 'l'hese trends make nutsourcing of inforoution tcch- 
nology services a very attractive proposition. Outsourcing of 
applications by big and sinal1 businesses will go Iicyiind e-mail 
and Web-site hosting to database inanagement, F,RP, e-coni- 
merce, business intelligence, and dcsign scrvices. In cffccct, IT 
scrvicc providers will becuine application service providers. 
That ,  in essence, is a trciid toward grid compiling. 

Mirza noted that grid-like structures arc also emerging witliin 
large corporations aiid between sniallcr corpnrations. In this agc 
of glolral corporations and glabal coninierce, employees, CLIS- 

toiiiers, suppliers, contractors, cor~inratc rcsourccs, and carp 
rate data arc all gcographically disp 
access to all corporate assets a i d  knowlcdgc rcsourccs to anyonc 
i n  the corporation horn anywhcrc. Intcrnct and intranet grids 
cnalile collalrorntion a m 1  e-business I)y connecting cnrponirc- 
wide business processes and by coiinccting thc c n r p a t i o n  to its 
cnstoiners, suppliers, and contractors. l b e s e  e-business solu- 
tions rely on heterogcncons computing rcsixa 
cnabletl by ohjcct-lwscd tcclmrlogies that make these applica- 
tirrns luncti~,n across diverse platform and operating system 
(Entcrprisc Java Beans and Component Broker are exainples). 
I his is also a grid-lxiscd computing environment; only thc SIX- 

cific applications are different. Instead of coiopute- or data- 
intensive applications, these are interactive, t~aiisaction-liascd 
applications. 

,~ 

TECHNICAL CHALLENGES FOR GRID COMPUTING 
The panclists highlighted thrcc kcy charact 

putational grids that make their irnpleinentation very difficult; 
grids are (potentially) very large, grid resources are heteroge- 
neous at multiple levels, am1 grids are very dynamic. 

By definition, comliutational grids are physically scalahlc. 
Networking standards such as Gliit Etheniet, KrM, and 
SONET providc comnon intcrconncct links, switches, and 
hubs for interconnecting parallel processors, storage devices, 
and user interfaces together across wide geographical distances. 

Bridgc tcclinnlogy is availa1,lc tn link i n  otlicr devices such as 
scientific sensors. lnterprocess communicati~,n a n d  umtra l  
standards siicli as TCP/II', MPI, and M A P  providc the ncccs- 
saiy sdnuarc cirnncctivity Iictwcni hctcrogcncoos resotar 
Estimates for thc numbcr of  resources in a grid rangc from si - 
glc digits to millions of dcviccs. 

T h c  corc harilwarc rcsuiirccs of cuinputatimal grid-the 
coinluters, data-storagc dcviccs, nctworks, and so fortlx-arc 
lieierugcnrous. At the soltwnrr level, different programming 
langiaagcs or modcls, operating systcin versions, or availaliil- 
ity <,flibr.iries or crnnpilcr liccnses make similar hardware sys- 
teins essentially different. Inforination resources such as data- 
liascs also add hctcrogcncity at a n  application l 
the ownership uf these resources is often distributed across 
multiplc administrative domains, giving risc to Imtcrogcncity 
in the policies governing the use of particolar resources. 

Grids arc highly dynamic, duc to rhc dynamic iaatiirc of 
rcsoorcc availability as wcll as the requircnicnts ol  thc cnvi- 
sinned applications. Thc existence of ninltiplc administnitivc 
domains also cmtriliutes to this characteristic. This  is in sharp 
contrast to traditional system, which are generally considered 
static. Resourcc availability changes on a continual hasis as 
resources are added, deleted, upgraded, modified, a n d  moved 
within thc grid. Fur exainplc, consider thc impact of  upgrad- 
ing the operating system nn a parallel processor. *l'liis esseii- 
tially dclctcs tlic old rcsourcc (rhc parallcl processor with thc 
old operating system version) a n d  creates a new and different 
rcsoiircc (thc paral lcl  processor with the ncw operating sys- 
tcni version). Applications that cr~uld iisc the original resotarcc 
niight nut be compatible with the new resuorce. hltcrnatively, 
the new ~'csoiircc niight cnalrlc a largci t ~,Fal'l'licati~,ns. T h c  
state of any  particular resource might change rapidly. For 
example, the load on a particular panallel-processing system 
changcs as new jobs are selected for execution UT existing jobs 
complete. Additionally, coinmonication latencies hctwccn 

rc Ixith high and variable as traffic froin other appli- 
cations asynchronously conipcte for shared network links. 
Filially, resource failuvc is thc rdc,  not thc crccptim. With so 

IEEE Concurrency 



I I 

many resources in a grid, the probability of some resource fail- 
ing is naturally higli. Note that resource failnrc is somc\vliat 
different than resource availability in that availahility affects 
resource allocation, which occurs before tlie application (in 
suhtask of the application) hcgins execution. Resource failure 
might occur after resniirce allncatinn and  impact the cxccu- 
tion of an application (or subtask). 

Tliesc thrcc characteristics makc computational grids k r  
more complex than can he inanaged hy current methorls for 
heterogcncous- or distributed-compiitiiig platforms, and are 
the basis fix nuincrous tcchnical cliallengcs in implerncnting 
grids. Each panel ineniher ilescrihcd the teclinical challenges 
of building a large-scale computational grid from his or lier 
nwii pcrspcctivc. The following list condenses the discussion 
into the top five technical challenges. 

COMPLEXITY MANAGEMENT 
Ahnvc all, a grid must be easy to use. This is ilnplicit in using 

"seamless" to describe how grid rcsourccs arc to hc intcgrated. 
Grid llardware and software resoiirces are lieterngenenos in 
nanire and might span multiple administrative domains across 
wide geographical distsnccs. Thc midcrlying complexity must 
he liidden from tlie wet-. This  is especially important givcn thc 
multidisciplinaryiary nature of the target user bases. The grid is a 
tool til be used to find a solution, not the solution itsclf. It must 
be easy for a user cnmmimity to composc, dchug, and cxccittc 
or interact with an application. Users thus m i s t  understand, on 
some abstract level, both the capab es and limitations of thc 
grid. This level nf undcrstanding is also ncccssary so that users 
can extend or alter applications to cnhance their solntions. (kids  
are inherently evolving as new resources arc addcd whilc oth- 
ers arc scrappcd. T h e  nvo to thrcc years currently required to 
develop and performance-tune a large applicatiun fcx current 
parallel systems mnst fall significantly. To make use of newly 
acquired resources, or replace ohsolcte resourccs, applications 
must hc dcveloped or ported quickly, a n d  at an acceptable level 
of perfnrmancc 

GRID PERFORMANCE 
How do we measure the dfcctivcncss ofa grid? l'crfonnancc 

has traditionally been the driving measure of success fnr any 
coinput"tiona1 platforin. For a single user, perfimnancc is 
defined as nicasorcd runtime or  other classical measures such 
as wait time or tornaronnd time. In contrast, from a systcni 
perspective, a high utilization of system resoiirces is consid- 
ered tlie goal. Both performance pcrspcctivcs arc also relevant 
in a grid environinent, especially in the context of tlie distrili- 
uted supercomputing and high-throi >ut computing appli- 
cation classes. Other  application ola. might rcquirc a diS- 
ferent definitinn nf pcrformaiice, liowever. 

A inajor goal of grids is to snlvc ncw ~~ro l~ lcms ,  nncs that could 
nnt t>c solved heforc, such as applications fram the data-intcn- 
sive, collaln~rativc computing, or on-demand cornpoting classes. 
For exnmplc, sttppose a grid can compute a detailed weather 
niorlel that can predict the movements and severity of a hurri- 
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caiic in accelerated time by combining online weather scnsors, 
data on past liurricancs froin archives, and interactive viwaliza- 
tion stations at different wcatlmr analysis centers. IIowcvcr, tlie 
execution ofthis applicatinn results in low system utilization (of 
some resnorccs) or severe degradation in average wait time as 
seen by other iisers sharing tlic same grid. 

In this case, we would cvaluatc performance by the capaltlil- 
ity of completing the computation in a timely manner and less 
by traditional Ineasnres. Thcrcforc, grid perforinancc might 
need to he rcdctiued as a success rate in  providing new capabil- 
ities. In general, measuring the perforniance nf grids as thc value 
of the applications that tlmy cnablc might he difficult. Further- 
more, sopporting inultiple (heterngcncons) performance objec- 
tives in a cnmmon grid is a rnajor technical challenge. 

GRID SCALABILITY 
How largc can a grid grow and still be oseful? l'hc loosc 

coupling Iictwecn tlic grid resources results in performance 
degrsdatinn as the grid's sizc increases, Althougli any single 
device might have a few liigli-I~an~lwidtli l i n k  to the grid net- 
work, the latencies in using these links might be high and vari- 
able under heavy sharing. This loose external coupling makcs 
it difficult to efficiently support thc grid-scale interprocess 
cuminunication, synchronisation, and coscheduling functions 

Applications that  rcquirc a largc nuinber of gmgraphically 
Ii~catcd rc~oiirces must be designed til h c  extremely latency 
tolcrant. As the sise of tlie grid grows, it might lie inipossible 
to achieve a single, controllable system inlage across cvcn a 
small subset uf grid resonrccs, duc to intcrferencr. from activ- 
ity in other parts of the grid. Finally, many Iiigli-performance 
computing resonrccs (such as parallel processnrs) and  I/O 
sctvers arc tightly coupled internally hut have limited con- 
nectivity tu thc outside world. 'L'hese devices arc designed for 
operations that executc cntirdy within their physical limits. 
Typically, they arc not  designed to be tightly coupled with 
other geographically dispcrscd devices. This cl~wactcristic Snr- 
tlier reduces the size of a usal~lc grid. 

DESIGNING GRID-AWARE SYSTEM SOFTWARE AND 
APPLICATIONS 

Given the dynamic ixiture of a cninpntational grid, applica- 
tinns must he able to adapt at startup and runtime to best usc 
thc currently available resources. Applications must also be 
able to dynainically request new resources. T h e  application, 
resource management, and riintimc services in the grid typi- 
cally sharc responsibility for adapting to the grid's current state. 
l h e  application iniist tic designcd to he flexible iii what 
resources it uses, have mechanisms for qocrying the system 
state, and have some decision support for how to reconfigure 
based on the current system statc. Current programming envi- 
roninciits typically support application dcvelopmcnt only fnr 
statically defined systems. In  addition to being ablc to express 
adaptivity in the applications prograinming inndel, services fnr 
system statc queries and runtime support for rcconfignratioii 
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are reqoircd. Adaptivcly managing f i n  resourcc availability o r  
failure beconics inore coniplcr as niorc resources arc required 
by the application. 

nicatioiis to liigli-level applicatiuns. Finally, large-scale, per- 
sistent testhcds scrvc LO discavcr tlic realities uf implement- 
ing, using, sharing, and Inaintaining cninputatioiuil grids. 

ADMINISTRATION THE EMERGING GRID ARCHITECTURE 
Coorpotational grids might contain rcsuurccs lrmn many 

different administrative doinainr with different resource- 
While suI'c""ii,l,"tiiig is a kcy challenge for grids, thcy also 

ciiahle a vavictv r i f  new urolilcin sdutio~is. Grid aonlications 
~~~~~~ ~ 

usagc policics. Therefore, n o  Iunger docs any single cntity 
own or control responsibility for ftinctiuns sucll as  system 
administration, srcurity, rcsonrce ownership, maintcnancc, 
accounting, and riser support, Guidelines for participation in 
a grid must h c  clcvcloped that are b<Jth ariicna1)le to prodoc- 
tivity yet enforccahle. T w o  of t l i c  iiiost iiiiliurtaiit ~iiiictions 
that inust I,c resolved a 

(kids let ucrs construct ncw and  largcr applications Ijy 
pooling nure resources together tl ian are available a t  any siii- 
glc site. Howcvcr, cadi site still rnaiiitains responsibility for 
its own resources and iiccds to control thc policics lor IKIW 
other grid users rniglitusr thein. 'l'liis is especially tmr i n  the 
near future when tlic rcsniirces o l  a given site arc priiiiarily 
intertdcd for sul>portinr efforts orhcr 

ite autonomy and security. 

I I  

are cnnccptually inorc cumplex tliaii current p d l e l  a i d  (lis- 
triliutrd applications. Many arc intcractive a n d  require ruliust 
performance goarantccs i i r r n i  the grid inhstructore.  Addi- 
tionally, these applicatiuns require a div 
use die grid reso~~rccs clkt ivcly.  Tlicsc rcquiremcnts liavc 
led to t he  emerging architecturc for canqiutational grids 
dcscrihed later, as pi-uvided in Foster's presenration. 

l'igiivc 3 rlcpicts the Tntcgrated Grid Architcchire (la11 liris- 
ter, Air In t ep i t c i i  Giid /lr.cbitectore, tech. rep or!^, Argonne 
National Labumtoiy, 1999). At thc liighest lcvcl is the appli- 
Cations layer. Appl ica t ions  ironi the classes we clescrihcd j u s t  
now are designcd and developcil osing a set of serviccs froill 
tlic application toolkit layer. 'l'liis toolkit layer providcs a set oi 

services LO application developers ur elid .. I 

than the grid computations. These local 
functions must be suppmtcd dcteriiiin- -1 users ta i lo red  to thcirspcciiic applicatiun 

domain. Includcd in thc toolkit laycr 
istiCaiiV. caoncitics nrovidccI Grid participants must ,,,iailt ije a r,ro~l~c,,,-so~vine environtnent 

- 
site might directly crintlict with tlic puli- 
cies at a n u t l ~ r  site, making it iiiqinssilk 
for a single application to sirnultancousiy 
l,Se rcsoLIrccs frolrl iIoti, sitrs. ill illtlrrc 

to enforce prop-er 
resource usage as we'' 
as to protect their 

goal iifrlic application toolkit layer is to 
distract the comp~~ratioiial grid n i  a level, 
wliicli tiw user niiglit nndcrstand  am^ 
cxploit. 'l'he ley assmnptim licrc is the 

piitcr scientist! ;he; will not use it. The applicatiun tonlltit laycr makes 
obtaining ctimplemcntary resourccs 
intended iw tlic collcctive bciiclit uf 
enahling emerging grid applicatiiins. 

Rclatcd to site autonomy is grid sccurity. In tlic grid cnvi- 
ronmcnt, this bccomes very important as diflcrcnt coiniiiuiii- 
tics (industry, acadeniia, gnvcmment lahs, thc US IIepar!mcnt 
oCDefense, and so forth) will wish to share grid resoorccs. P:ach 
cumiiirmity might havc a different sct nf security requircmcnts, 
a t  different lcvcls ~ifiinplemcntati~,n costs, but a l l  inmt be s u p  
ported. Grid participants mist  trust tlic grid systeiii to cnfiirce 
propcr r e su~~rcc  usage as wcll as to protect thcir proprietary 
data or thcy will not IISC it. 

ENABLING TECHNOLOGIES 
Given the technical challcngcs we've just discussed, you 

might naturally ask, "What ate we doing to nieet these chal- 
lenges?" While the s c q x  of the ciirrcnt research vclnIcd ti) 
cocnpotatioilal grids is enornioiis, the panel mcmlicrs pin- 
pointed five key technnlogy areas aiiiicd specifically at nieet- 
ing thcsc challengcs. An einergiiig grid architecturc priivides 
the framework fur a generic coniputational grid. 'l'lie iisc of 
I'c'hnnance-eiiginccriiig inetliods and the creation i r f  grid 
srivices deal with the dynainic iiatiirc and scalability iswes of 
grids. A coherent, ohjcct-uriented fraincwurk reduces llic cu111- 

plexity in truilding grid coinponents froin low-lcvel ~oiniiiii- 

.. 
use of a gcncral set ofscrviccs Ixuvided 

Iiy thc grid services laycr. This laycr pruviclcs a set ollinic- 
tirms, analoginis tu the runtime o i a  single systcin, which arc 
reqoircrl lor huilding tl ic grid-scale applications. hi examplc 
is an inhmnatiun service, which might Iic nscd for locating a 
particular type of resourcc ur for quciying thr  ciirreii! load 011 
a grid resoiircc. Nate  that similar services arc currently uscd 
iii  ~listriliuted-coiiiPiitil lg applications. I Iuwever, in  a grid envi- 
mnineiit, thcsc scivices I I I I ISI  scalc tu h a n d l e  a largcr nuiiiber 

t lcvel of tlw grid nrchitecturc is tlic grid fxbric 
laycr. l h i s  layer i s  analugoos to tlic operating systcin o f  a 
single system and provides a seamless Iabric across the vari- 
uiis grid rcso~~rces .  I hc kd r i c  layer prwidcs a stable 1x0- 
gramming interfacc io t h c  dynamic rcsowccs in  the grid. T h e  
grid faahric is built o n  the ac t id  grid rrsomces a n d  assticiatcd 
commercial coinpiiring standards. 

Foster noted that tlic architecture depicted in  Pignre 3 pro- 
vides a sei of ortliogoiial services which may be used til coil- 
striict grid-scale applications. This approach l i as  Been used 
iiir uther distri1,utcd systems siich as CORRAand the Tntcrnct 
and is lieing adopted hy most ofthc ciirrent grid I 

ccts. Howcvcr, in il post-pancl discussion, (:rimshaw a r p e d  

., 
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that this suiir-of-services apprnach is 
Imically flawed in that it docsn't actively 
siippnrt grid-specific issues siicli as con-  
plexity management aitd hi l t  tolerance. 

PERFORMANCE ENGINEERING FOR 
GRID-AWARE APPLICATIONS 

A primary rescarch challenge involves 
dealing with the dynamic namre of coni- 
putatiooal grids. 'l'hc ncw q 'es  of appli- 
catioiis require coupling inaltiple devices 
;icross geographical locations as w e l l  as 
new grid serviccs and possible iicw fca- 
tiires in local q m a t i i i g  systcms. 'l'lic 

High-energy Collaborative Online 
physics data anaiysis engineering instrumentation 

Applications 
Regional Parameter 

climate studies studies 

Application 
toolkit layer 

I .  ' I  

time systems, a i d  grid services need to I ic gricl-aware so tliat 
adaptive applications can he composed qoickly a n d  cxecuted 
cllicicntly in the dyltaiiiic grid environriient. The ad hoc design 
methods used i n  the past arc not sdficicnt. New iiicthods, 
which p r i d e  systematic design tools and performance tools, 
are nccdcd so that pcrfurmaiice consiilcrations arc designed 
into nn application froiii the outset. I'urtlicrmore, eiiliancc- 
inetits to thc application and rmtiiiic ciivirontnent~ arc nceded 
to d c u l  with tlie dynamic grid sysrcm. Daretna prcwidetl an 
ovcwieu, of ilm current NSF New (:eneration Softwarc prw 
grain. NGS has two componcnts: performance eiiginccring 
and coiiipilcr and  application-c~,mposition tcchnologics. 

'l'hc NGS program takes a strong view tllat pcrforinance- 
engineering tcchndqy plays a kcy role in sopportiiig a d a p  
tivc applicatioiis. Pcrlormance inndcls of grid coinpnnmts at 
all  lcvcls arc crmstructcd, validated, aud combined into a 1x1- 
forinance fiaiiiework. Models, siinulatiirs, and mcasureiiieiits 
for cmnlxTting resources, networks, ancl other &vices as well 
as for operating system sciviccs, grid scrvices, a n d  applimtiun 
components intist bc developed to create an acciiratr system 
modcl. I.'iirtheriitorc, to make such analysis tractablc, these 
moltimudal nicthods need to bc alrle tu descrihc thc system a t  
multiplc lcvcls of al)stractiw. ' Ihe  pcrhirinaiice frauieu,ork 
thcn assists in tlic crrmposition of applications by providing 
performancc analysis on a system-level modrl, wliicli is c m -  
posed froin coinpoiicnt models at t h e  appropriatc Icvcl of cletail 
required tn support t l ic targct pcrfuriiiancc olijective. Ucsign 
tl.ades'niigln br. made lictwe~ii types of rcsnmces tn usc or even 
algorithmic apprmichcs. '1'11~ framework includes the cmnplex 
hebavinr of all  the coinplctr: systein's cnmpunents so that Iisers 
can perform a n  accurnte performance analysis. 

Aida advocated a similar thrnst. Aida has hccn working t l ic 
Ninf project, which Lnodels nctvnrk performince as well as 
sci-vcr pcrforiivancc at  a dctailed levcl. This suppom a n  BCCII- 

rate cvalnation of scheduling systeiiis whcn applied tn grid- 
scale systems. Expcrimcntal results veri+ tllat this approach 
Imviilcs a niorr accurate performance prediction than current 

nicthnds, which m e  simplilicrl models. 

Wltilc application cotnpositim is in  itsclfa hard problem, 
giving the applications the ability tu  adapt to the dynamic grid 
during exccutioii is evcit Ilarder. Tlie second portion of the 
NGS focuses 011 incorporating pcri~~rmance-engiiiccring 
methods into thc application psogramiiiiiig modcl a i t d  run- 
time system Essentially, tlie application can qiieiy the state- 
of-the-grid rcsnurces 011 the fly (with the riintimc. system) and 
adapt tu the changes. T h c  performancc inodels a i d  IIICHSLITC- 

inclits cni i  aid tlic dccision-iiv'iking prucess. Grid-rcsrmrce- 
Inanagcmcnt services might use siiitilar mcthods to aid in 
rcsoiircc allmation a n d  scheduling. 

'I'lic cnd god is to grcatly reduce the tiinc to create or port 
a large applicatinn in a grid eiivirontiicnt, and to producc appli- 
cations tliat cxeciite with a clctcnninistic Quality n c  Servicc 
(UOS). 

SCALABLE GRID SERVICES 
r ,  I lie pcr~~)rin,iiice-enginccring frnmcwork I-cscarch pro- 

vidcs a view of tlic grid rcsourccs at multiple levels. In the 
integrated grid architecture n f  Figure 3 ,  this llas ihc greatest 
i i n p c t  at the grid-scrvices layer whrre  the performnnce- 
Imxliction inlormation ain scrvc tu  support resource man- 
agcmcnt a i d  rnntitne-application adaptation, as well as the 
a~~~~lieation-a~iil lcit  layer wlicrc it supports application coni- 
pixition from coiiqmmits. Tlie pcrl~irmatice-inodclillg 
lrainrwork rcprtseents a grid scrvice, which provides a fimc- 
tionality u s c t i ~ l  to inany applications. lo g c n c d ,  the grid-scr- 
viccs and apl'licatioo-tuull~it laycrs in the intcgratcd arclii- 
tcctiirc provide a set o f  ciiiiiiiioii fiinctiuns, wliicli might be 
uscd I,y many applivations. 

l<cscarch in grid services aims tu providc a seamless virmal 
image oftlic comptational grid, much like iiiodcrn operating 
systeins pvoviilc a virtual machine ioiage to compilers iii a uni- 
or I~'irallel-processiiig systeiii. tlowcvcr, the services requircd 
in a grid arc quite diflcrcnt lxcausc n l  thc scale and (Iyiiaiiiic 
properties of coiiiputatimal grids, as well as other propertics 
related to thc tyl'es of envisioned applicatiuns, aepav'itc adinin- 
istrativc dmiaiiis, aiid so lorth. Gaiinon sumo~iri~,ed his current 
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research on the IPG project, which has identilied two soblay- 
CIS of grid sctviliccs: gridwidc core services a n d  higher-lcvcl 
application toolkit services. 7‘lie work leverages heavily off the 
Clolius project, which is researching grid-scale sclliccs. 

Core seivices must be supported throoghout tlic cntirc grid. 
1 he user might never directly see many of these. In fact, tlicy 
are part of the infrastrucmre that makes “seamless” Imssiljlc. 
Some examples have user authentication and other security 
mechanisms, unitinn, rcsnurcc naming, resource discovery and 
brokering, QoS mechanisms fur mndtiresourcc caschcduling, 
and cvcnt managcmcnt, logging, and notification. ’IPiese ser- 
vices might be integrated directly into thc applicati~,n~pr, ,~ 
grammiiig model or bc part of a global sl icl l  used for resource 
access and job control. 

In addition to tlie gridwide cnre services, users need a imin- 

ber of additiimal services to put an application lip on the grid. 
These higher-level application toolkit scwiccs include visoal- 
ization tools, scripting tools, object models and component 
composition tools, and publishing tools. T h e  problem-solving 
ciiviroiiments use this services layer, which interacts hcavily 
with the lowcr-lcvel. core arid services. 

., 

vices. Object methods prtividc a simple way to descrilic 
rcsourccs and services, for example, in terms of their capabil- 
ities a i d  interfaccs. Olijcct-based system inadcls also d u c e  
complcxity by encapsulating complex behaviors within a corn- 
poncnt objcct such as fault tolerance, parallclism, and other 
implcmciitation details. Objects also providc a clcaii mcclia- 
nism for cxtcnsion through inheritance or hierarchical coin- 
position. Objcct composition might be used to e m s t r i m  
objects with new behaviors. Finally, d + x t  boundaries are a 
natural point to cxercisc access control for enforcing security 
policies. 

LARGE-SCALE PERSISTENT TESTBEDS 
Concept validahxi is an important part of  rcscarcli. Trans- 

ferring the technology to a real user coininunity and letting 
thein “kick the tires’’ is one way of accnmplisliing this. T h e  
computational grid concept’s complex llahirc Icads to m e  con- 
clusion: that largc-scdc tcstheds are required to test, refine, 
and validate the concept. Aida  nscd a x t  of distributed corn- 
putc scrvcrs, connected by the Interuet, as a largr. testbed for 

validating. the uerfori~~ance-tnudelii,~ Y y L  0 - 
The grid services func- 
tionally provide seam- 
ess interface to the I 
complex hdemgen- 
M U S  grid CeZOUKeS. 

approach that he desigued to evaluate 
grid-scale schcdul ing algorithms. Aida’s 
work is part of larger ongoing global 
computing infrastrocmre project Win0 
pcrlormcd in collalioratiun with the 
Elcctroteclmical Laboratory, the Kea1 
Wrrrld Cnmputing Partnership, and the 
‘l‘okyo Institute o f T e c l ~ n o l o ~ ~ i n ~ a p a n .  

OBJECT-ORIENTED FRAMEWORKS FOR 
REDUCING COMPLEXITY 

T h e  grid services fimctionally provide 
a seamlcss intcrfacc to the complex het- 
crogeneous grid resources. However, to 
he of any use, these services must be 
cotiiplctcly interoperable. In this light, ~. - 
Grimshaw proposed that a compiiti- 
tional grid requires a single coherent, 
uhjcct-based model as its foundation. A 
sinple coherent model s h d d  iwovide 

be of any use, th- 

Plehb intemperable. 

Both the Globus project (Ic(~~hy bister  
a n d  Kesselman) and thc Legion projcct 
(led hy Grimshaw) are using large-scale 
testbeds tO test a n d  rcfinc various arid 

must be 
I 

tlircc key advantages (or tlie three Cs): 

Cornpitition. Application constroctiun is vastly simplcr il 
coiiiponeiits can be rasily composcd into larger cornpo- 
ncnts. As an cxamplc, consider the power of Unix pro 
and pipes. 
Cvmmzanicution. liitercoiiiiiiniiicntiatl standards hctwccn 
components mint he standardized. The  intcrlaccs io a con-  
ponent must lie well-defined a i d  typed. Samc ininimmn 
iiinctionality should exist i n  all interfaces, to facilitate 
extracting the complete interface. The  MAC clipl~oard is a n  
cxamplc. 
C/ai-ity. Asingle coherent inodcl is rcquircd to “bring order 
to the Babel” in die complcx grid environment. 

. 
In addition to using a single coherent inodel, Grimshaw pro- 

posed that the model hc ohjcct-hascd. ’l‘he “everything is an  
objcct” notion implies that all  grid components (application 
software, grid scrviccs, and hardware resonrces) arc cncapw- 
lated as ohjccts with well-defined fiinctims a i d  interfaces. ’ l ’his 
approach supports legacy applications (using wrappers) and 
simplifies the composition of new applications and grid ser- 
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technologies. 
Another large tcstbcd is NASA’s IPG, 

prcsciitcd hy pancl meinhers Saini and Cannon. Thr. IPG is 
focused on impruving the Aeronautics and Space Transport“. 
lion ‘l’cchnology dcsign process. T h e  go a 1 IS ’ ’ til create a c o n -  
pmatiunal grid that links thc computational, data, and Imman 
rcsourccs throughout the various NASA sites. This grid will 
provide an increased computational capaliility tliat can scivc to 
decrease tlic design cycle time of air a n d  spacc vchiclcs as well 
as improve the quality Iiy supporting innovative designs derived 
from early multidiscipline trade studies. Essentially, the I P C  
will cnablc larger design sirnulations than ever before. Add-  
tionally, the I P C  will support thc intcgration of moltiple data 
somces (experimental, computational, thcoretical, low-to-high 
fidelity) and support mnlti~lisciplinalyy design teains in  a col- 
Inborstivc cnvironmcnt. Application-design environments will 
s u p p t  rhc iisc olthc I P C  Iiy “nnnl,~ograininers.” 

hi ld ing the IPG involves identifying and establishing col- 
laborations with application conmiiinities that will use, vali- 
date, and participate in refining the grid infrastructure a n d  
middlcwarc, and that liavc direct relevance to the NASA mis- 
sion. Essentially, thc I P C  grid project is evolutionary, h i l d -  
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ing on the work of grid-research projects siicli as (:lobos and  
Legion. Its olijcctive is to transfer tlic grid-research technnl- 
ogy and tailor it to build to the ncxt-gencration information 
applications t l i a t  are important to NASA's inission and cns- 
tamers. Along the way, it will discover tlie rcalities of imple- 
inenting, administcring, inaintaining, and evolving a large- 
scale compotatinnal grid. 

data they need, analyzing past cnsnmer behavior tn per- 
sonalize o h i n g s ,  and anticipate the custoincrs' mil ts  and 
needs), 
sopply-chain managcment (transkmning the way tlm sup- 
ply chain is managed by using Internet technology to inte- 
grate thc complex system nf suppliers, partners, einployccs, 
and custoiners), and 

WHAT IS THE ROLE OF INDUSTRY IN GRID- 
TECHNOLOGY DEVELOPMENT? 

Conqnmtiimd grids appear to I>c the cLirrciit hnt topic in the 
rcscarch cwironnient. Even NASA's IPG might l i e  considcrcd 
an  inhiit research project, Until now, nwst of tlic rcscarch has 
been tinided by governinclit-related agcncies. 111 the coniincr- 
cia1 world, the gruwth in the use of liigli-performaiice coiiipnt- 
ing as well as Internet and intranct usage will ultiniatcly benefit 
from grid-like strncinrcs :IS well. In the near fiihlre, IT providers 
will nsc grid-likc str~~chlres tn supply I,igh-per(brmance con-  
puting services to thc cominercial wt~rld, mnncli like grids will lie 
used to support thc I IPC world. Additionally, grid-like struc- 
tures will IIC used to solvc the intcractive. 

tion;. So tlii final question to ask is, "\Vluit lr 

e-coininercc (transforming the way the cntcrprise conducts 
liusincss through online transaciions, streamlining elec- 
tronic hilling and  payment systems, and fnndanientallv 
rcvainpiiig rcvcnne aiid cost strumircs). 

l'licsc are t h e  applicatiuns of iiiost interest to thc industry 
at largc, a n d  thcsc arc the ones industry will focus ~ 1 1 1  first. 
While inany of the general problem areas might he coniinnii 
(issues of heterogeneity, connectivity, sccurity, and QoS, for 
cxample) the specific issues to he addressed arc vciy different 
hecaiise tlie n a m e  of tlie applications are very different. 

lndiistiy hy itself is iinlikcly to make significant advances in 
middlewarc and solutions for grid applications where distl.i- 

,. irids required to n~~ilzc progress there. These . I  
is the role of industry in the developmcnt nrovide a natural arc prolilcms, many of them of national 

importancc, that require coinpntc re- 
sonrccs that are bcynnd what a single sys- 
tciii can deliver. Partitioiiine and dis- 

mechanism to solve nf grid technnlogy?" Mir7.a provided liis 
personal vicw on thc dynamics of imlus- 
t ry  wit11 rcsuect tn computational ericls 

- 
a~~'ications where 

a ~ h  their prOgnosis for tile m a r  fw&. distribution is part of tritioting the coinpntatioyi across 
According to Mimi,  grid techniilogy ninltiple systems is thc solotion. I3nt this 

aiid applications fal l  into two categories. requires a hcrnic programming effort 
In one case, distrihutinn is part nf the and nuijor lxeakthronglis, moch olwhich 
sohition. Thcse are hcroic coinp"t"intensivc applicaiions that is targeted i n  the grid research plans fnr prograniniing tnorlel 
nccd prodiginns anioiint~ ofcoiqiuting resouvccs, which a sin- langtiagcs, coinpilcrs, tools, lilrrarics, scliednlcrs, resource man- 
gle s n p c r c ~ n i p ~ t c r  cilnnnt satisfy; aggrcgating distributed agcrs, and so forth. Tnitiaiivcs siicli as thc IPG are thcrcfore 
supci-conipiitcrs aiid distributing parts of application acrnss every import"nt. Although tlicsc research and tcchnology 
tlicsc resources is the snlntinn the grid provides. In the othcr arlvanccs might lint l ic  directly applicahle today to 11mhlems of 
case, distribution is part of the problem, There arc corpora- interest to the general industry, they are nonetlieless impor- 
tions a n d  organizations with distribntcd resourccs a n d  assets, tant. 'L 'his is l iecaw histnrically, wliatcver has liccn good for thc 
and people who nccd access to thcse assets; yuo iiccd a sulntion lIPC coinniiinity lias iiltiniately been assimilated in thc main- 
that connects thcm together s~ they can tinictinn tngetlicr. In strcaIn-coiiiputirig arena. In fact, many of t l ic advances licrc 
hnth cases, a grid-like cnviranmcnt is the answer. will likely accclcrate tecliiiologics that arcvciy relevant to fiiiure 

Infonnation grids provide a natural mechanism to solvc high-clid sewers, which can hr expected tn have many grid-like 
applications wlicrc distribution is part of the prohlcm, These arc characteristics. 1 ,i kc thc grid, fiitnrr. scalaljlc parallel systems 
the applications that are emerging as a result of tlic glohal ccoii- will havc heterogciicons nodes, multilevel hierarchy of COP 

nmy and the trend toward leveraging the Internet's standards, ncctioii niechanisms, aiid a need to dynamically partition and 
simplicity, and connectivity to transform kcy business processes allocatc thc resourccs within these systcins. l'licsc systems will 
ofa  glo1,al corporation or organization. hcrcnsingly, carpura- lmw many or thc saiiie prablcnis hcing tackled by the grid 
tions will nsc. grid-hascd solutions {or running thcir liminess- rescarch today and will benefit from the a~lvanccs that this cffort 
tn cnninunicate v,itli their partners and cmtoiiicrs, to connect produccs. 
with their hack-end data system and knowlcdgc assets, and tn 
transact commcrce. It inchidcs 

the problem. 

hc IPG's basic concept has considerable inerit, Panelists 
customer rclationship iiuinagcment (providing q d i t y  cus- T agreed that it is a worthy goal to pursue hut that  ovcr- 
tonier sclf-scrvice, gi\,ing ciistonicrs conttollcd access to coming tlic tcchnical c l d c n g e s  needcd for achieving a n  effcc- 
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JANIFEB - Top 10 Algorithms of the Century 
Jock hngarm, dongam~ci.uk.edu, Uniwr5ivof lennesrec, and 
hand$ Sullivan, fran@rupr.org, IDA Canter for Computing Scisncar 
The 10 algorithms that hove hod the largest influence on the development ond 
practice of science ond engineering in the 20th century [olio the challenger facing UI 

in IheZlricenturyl. 

MAR/APR - ASCI Centers 
Robsn bight, Noight@~.mpni.wm.sdu, and Marrell Pobick, mgh~mconhio.neI  
Status report on the five univerrily Centers of Excellence funded in 1997 along with 
their occamplishmenb. 

John Rundle, rundlaOh~ptield.rot~~~d~,~d~,  Colorado Cannr br chaos and Camplsxity 
Tho miiclei featured in thir ~psciol ~JIYB will document ihe progress being mode in 
modeling ond simulating ihe earth as o planet. 

Martin S. Weinhow. wsinhouraradon..~~f.~rg, Cleveland Clinic, and 
Joseph M. Roron. i o i p h  ... r.ransht*h.ok.~,g 
In medicine, computational methods hove let YI predict ihe ouicomss of OW 

procedures through mothematical simulation methods. Modeling the human body 
remains o challenge far computational mathematicr. 

Donald G. lmhlar, huhlor@rhsm.umn.edu. Univeniv of Minnesota, and 
1. Vinmt McKoy, mckoy@it~.mlmhrdu. Ccdifmimi. Institute of khnology 
Overviews of the shlts of the art in diverre areas of computotional chsmiaiy with on 
emphasis on the computotional ~cisnce arpscts. 

Rojiv Kalio, k~li~~bit.~u.l iu.sdu. Louiriano San Untrenir/ 
This iswe will f a u ~  on he impact of multiicde materiok ~imul~itions, porallel 
algorithms ond architectures, and immertive ond interactive virtuol environmentt on 
experimental efforts to design novel materids 

MAY/JUN - Earth Systems Science 

JULIAUO - Computing in Medicine 

SEP/OCT - Computational Chemistry 

NOV/DEC - Materials Science 

tive grid will requirc consi(lcrab1c effort. Coinpotational grids 
p i - o d e  the aldily to solve larger computational prublcins than 
ever before, as well as enabling the solution tn new problems. 
However, bnilding such a grid is difficult due to  the technical 
challenges tliat rcsii l t from working with a largc nomber of 
geographically distriliutcd, heterogeneous, and  dynamic 
rcsoorces. Users of current-generatiall parallel and distribntetl 
systems alsn facc inany of these challenges. The grid ciiviroii- 
ment simply extciids tlic challenges. Therefore, research io 
computational grids will also advance the srate of the ;irt i n  
thcsc smaller high-performaice computing platforms. 

Several effbrts arc already underway in develuping cnahling 
technologics that can address these challcngcs. A grcat deal 
will be leal-ned from thr. early tcsthcds, such as NASA‘s IPC. 
At the moment, such efforts arc largely based in the IIPC: con- 
munity, which has historically hcen thc trailblazer for many 
key technologics that wcrc cventoally adopted tx mainstream 
computing. T h e  use of successivcly morc sophisticated supcr- 
computer and parallcl architecmres io mainstrcain business 
and the wild cmbracc of the Internet arc Init two cxarnples. 
However, givcn tlic importance of the grid conccpt to other 
non-HPC domains, steps musf be taken tn cnsurc tha t  the 
mechanisms designed for consttucting HI’C-based grids will 
also support ciimmercially viable grid applications so tliat this 
research truly benefits socicty as a wholc. % 
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