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Information Power Grid:
The new frontier in parallel

computing?

ASA’s Information Power Grid is an example of an

cmerging, exciting concept that can potentially make
high-performance computing power accessible to general
uscrs as easily and seamlessly as clectricity from an electrical
power grid. In the TP system, high-performance computers
located at geographically distributed sites will be connected
over a high-speed interconnection network. Users will be able
to submit computational jobs at any site, and the system will
scek the best available computational rescurces, transfer the
user’s input data sets to that system, access other needed data
sets fram remote sites, perform the specified computations
and analysis, and then return the resulting data sets to the
nser, Systems such as the IPG will be

grounels, each with his or her own petspeetive on computational
grids. Subhash Saini from NASA Ames represented grid nsers.
Dennis Gannen from Indiana University, currently visiting
NASA Ames to support the TPG's development, provided an
implementation perspective. Three other panel members are
currently rescarching various aspects of computational grids.
Kento Aida from the T'okyo Institute of 'Technology is working
with performance evaluation and scheduling techniques for
large-scale grids. Ian Foster of Argonne National Laboratory
and the University of Chicago co-leads the Globus project Gwith
Carl Kesselman), which investigates prid-emabling services (Fos-
ter’s presentation was given by Saini). Andrew Grimshaw from

able to supporrt larger applications
than ever before,

New types of applications will also
be enabled, such as multidisciplinary
collaboration enviromments that cou-
ple geographically dispersed compute,
data, scientific instruments, and people
resources together using a suite of grid-
wide services. IPG’s fundamental tech-
nology comes from current research
results in the area of large-scale com-
putational grids. Figure 1 provides an
intuitive view of a wide-area compura-
tional grid.

Recently, a panel discussion was
cngaged at TPPS/SPDP *99 to discuss
the technical challenges of computa-
tional prids and the research underway
to solve these challenges (see “Panel
members” sidebar), This report sum-
marizes that discussion.
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Vipin Kumar moderated the pancl. Its
members came from various back-

Figure 1. Conceptual view of a computational grid. (Figure courtesy of
William Johnston, www .nas.nasa.gov/IPG, 1999.)
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Panel members

Kento Aida is a lecturer in the Department of Computational Intel-
ligence and Systems Science at the Tokyo Institute ol Technology.
[is research interests include scheduling techniques on paraltlel and
distributed systems, global computing systems, parallelizing com-
pilers, and multiprocessor operating systems. He received his BS,
MS and PhD degrees in electrical engineering from Waseda Uni-
versity, Tokyo, Contact him at aida@es.dis.titechaac.jp; www.cs.

I particular, we will try to answer the

dis.titech. ac.jp/~aida.

Frederica Darema is the senior science and rechnology advisor at
the National Science Foundation’s Experimental and Integrative
Activities (ETA) and the Directorate for Computer & Information
Science and Engineering (CISE) , and director of the Next Genera-
tion Software Program. ITer interests and technical contributions
span the development of parallel applications, parallel algotithms,
programming models, environments, and performance methods and
topls for the design of applications and of software for parallel and
distributed systems. She received a BS from the University of Athens,
an MS in theoretical nuclear physics from the Tllinois Institute of
Technology, and her PhD in thearetical nuclear physics fromn the
University of California at Davis, Contact her at darema@nsf.gov.

following hasic questions about com-
putational grids:

*  Whatis grid computing and why do
we need it?

¢ Whatare the technical challenges in
building large-scale prids?

*  Whatare the enabling technologics
required to solve these challenges?

o What is the role of industry in grid
technology development?

WHAT IS GRID COMPUTING AND
WHY DO WE NEED IT?

Ian Foster is senior scientist and associate director of the Mathe-
maties and Computer Science Division at Argonne National Labo-
ratory. I1e also holds a position as associate professor of Computer
Scicenee at the University of Chicago. 11is research interests are in
high-performance parallel and distributed computing, Fle co-leads

“with Carl Kesselman of USC/ISI the Globus project, 1 multi-insti-

tutional effort developing basic infrastructure for high-performance

While the power grid analogy pro-
vides some insight into how a compu-
tational grid should behave, grids are
best described by their physical con-
struction, target applications, and why
these complex systems are needed.

grids. Contact him at foster@mcs.anl.gov.

Dennis Gannon s a professor in the Department of Computer Sei-
ence at Indiana University, which he also chairs. His research inter-
ests invelve the construetion of distributed applications based on
softwarc component technology, the integration of parallel and dis-
tributed programming systems, che design of problem-solving
“warkbench portals,” and distributed grid services. In addidon, he is
a parttier in the NSF Computational Cosmology Grand Challenge
project, the DOE 2000 Common Component Architeeture software
wols group, and the NCSA Alliance. Contact him at gannon@
cs.indiana.edu.

the University of Virginia leads the Legion project, which is
pursuing a component-based object model for grid architeeture.

In any research community, the funding agencies play an
important role in accelerating rechnical progress, The National
Science Foundation’s I'rederica Darema has developed pro-
grams fostering research into new software approaches for grid
application design environments and rantime systems, Finally,
Jamshed Mirza [rom IBM’s Server Group provided industry’s
perspective in the development of grid technology.

Even though the panel members represented a diverse set of
backgrounds, all acknowledged the importance of computational
grids, Although the overall diseussion was aimed toward edu-
cating the audience about computational grids, there was also a
significant discussion about the challenges in constructing them.
Fven with this consensus, computational grids encompass a
broad spectrum of research topics. Given this diversity, any
attempt to summarize each panel member’s posidon statement
would lead to a fragmented list detailing cach panclist’s cureent
work. Therefore, this report tries to swnmarize and synthesize
the collective thoughts of the panelists,

Physically, high-speed LANs, WANS,
and Long-Haul networks serve to con-
nect heterogencons computers, data
repositories, user-interface facilities, and
real-time scientific instruments. In time,
these resources will be pooled together
from geographically dispersed sites with
different administrative domains. A grid-
wide operating system bridges the het-
erogencons systems together by provid-
ing a diverse set of services, creating the
scamless computational engine, which
supports new and diverse applications,
Alternatively, Darema stated that future
high-end petaflops platforms will be composed of heteroge-
ncons processing nodes intereonnected with multiple levels of
networks, involve deep memory hicrarchies, and interface to a
variety of I/O devices. We might look at these platform archi-
tectures as “grids in a box” or GiBs {see Iigure 2),

Saini, Foster, and Darema provided examples of prid-scale
applications.” | hese applications fall into the following catcgories:

o Fust-in-time, ov en-demind computing. On-demand comput-
ing provides access to specialized resources that are only
needed on a short-term or infrequent basis. When such a
resource is requested, itis usually needed invmnediately. How-
ever, because access needs are sparse, there might not e suf-
ficient justification to own the resources or even collocate
users with the resources, In a grid enviconment, many users
might share such resources cost-effectively. On-demand
computing must dynamically support a potentially large user
population and a number of diverse resources, T'echnology
issucs with an-demand computing include resource location,
scheduling and cascheduling with local resources, code con-
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figuration management, security, and
payment mechanisms in an open
environient. .
Data-intensive computing. With the
current explosion in information,
data-intensive computing becomes
an important application area that
must be supported by grids, which
involves the synthesis of new infor-
mation from geographically distrib-
uted data sources. A key issue that
the grid must solve is the scheduling
and configuration of high-volume
data flows through the multiple lev-
els of network hierarchy.
Collaborative computing. Perhaps the
newest application enabled by com-
putational grids is collaborative com-
puting, or the creation of laborato-
ries without walls. The hasic goal is

Andrew 8. Grimshaw is an associate professor of Computer Sei-
ence and director of the Institute of Parallef Computation at the Uni-

" versity of Virginia. His research interests include high-performance

parallel computing, heterogeneaus parallel computing, compilers for
parallel systems, operating systems, and high-performance paraliel
I/0. Tle is the chief designer and architect of Mentat and Legion.
He received his MS and PhD from the University of Illinois, Urbana-

. Champaign. Contact him at grimshaw@Virginia.edu.

.Vipin Kunar is the direcior of the Avny High Performance Com-

puting Research Center and a professor of computer science at the
University of Minnesota. His research interests include high-per-
formance computing, parallel algorithms for scientific compating
problems, and data mining. His rescarch has resulted in the devel-

- opment of the isoefficiency metric for evaluating the scalability of 3

parallel algorithms, as well as highly efficient paralle algorithms and

- software for sparse matrix factorization (PSPACES), graph parti-

tioning (METIS, ParMetis), VLS circuit partitioning (hMetis), and
dense hierarchical solvers. Contact him at kamar@ cs.umn.edu;
www.cs,umin.edu/~kamar.

to enhance the interactions between
humans and computing resources
that might be geographically distrib-
uted. "Lhere are many issues involved
in dealing with human perceptual
capabilitics and the rich variety of
interactions that might take place
with the computational resources.

*  High-throughput computing, High-
throughput computing involves exc-
cuting as many tasks as possible
within a given time frame. Often, the
tasks arc loosely coupled or totally
independent. The large number of
resources available in a grid provides
many spare cycles for thronghput computing. Key to the
success of high-thronghput computing is accurate resource
load information and efficient scheduling mechanisms.

*  Distributed supercomputing. A driving goal of computational
grids is to solve problems that cannot cutrently be solved on
a single system by aggregating computational resources
from many sites together, Fundamental issues include pat-
allel algorithm scalability and tight coscheduling of
resources from multiple computing sites. Implicit in dis-
tributed supercomputing is chat the resources are typically
very expensive and therefore very limited, Discributed
supercomputing might be a component of other grid appli-
cations such as on-demand computing or collaborative
computing.

Foster noted that a computational grid is not an alternative
to parallel computing. Grids arc loosely coupled by higher-
latency and lower-bandwidth WAN interconnections. Addi-
tionally, only one of the five grid-scale application classes con-
centrate on traditional supercomputing applications. Many

Subhash Saini manages a department at NASA Ames Research
Center that includes several groups such as Information Systems
Performance Modeling; Algorithins, Architectures and Applicarion;
Information Power Gtid Architecures; Legacy Codes Moderniza-
tion; Higher Level Languages; Nanotechnology; and Device Mod-
eling. His research interests involve performance evaluation and
modeling of a new generation of CMOS-hased processors and
highly parallel computers. He received his PhD from the Univer-
sity of Southern California. Contace him acssaini@mail.are.nasa.gov,

Jamshed H. Mirza is an IBM Distinguished Engineer and a mem-
ber of the IBM Academy of Technology. He works in the Server
Architecture group, and has been a part of the teamn that designs and
develops the RTSC System/6000 SP system. His current responsibil-
ities include systems architecture and technology strategy for facure
SP systems. His area of expertise is compurer systems architecture

. with a facos on high-performance computing, superscalar designs,

and parallel processing. Contact him at mirza@us.ibm.com.

envisioned grid applications will span several of the abave
classes. For example, a tele-immersive engineering applica-
ton might use on-demand distributed supercomputing to per-
form real-time computations but also require data-intensive
nethods to move the visualization data between the compu-
tational sites and the nser interfaces. Another such cxample
integrates dynamiceally collected data with simulations. Such
applications extend the notion of computational grids to
include embedded systems and remote sensors for field-data
collection. ‘These applications use data-intensive methods to
move the data (collected in real time) to distributed super-
computers, which perform simulations based on the collected
data in a just-in-time fashion. Successful grid applications cou-
ple resources that cannot be replicated at a single site (even
with the expected growth of single systems). "Uhis is the dri-
ving force behind grids. Grids let users solve larger or new
problems by pooling resources that could not be coupled
before. According to Saini, grids enable a fully networked
research community in which application scientists can inter-
act with computer scientists. In the end, such multidiscipli-
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Gomputing

platforms
nary collaboration leads to highly opt-
mized, lower-cost products.

Mirza pointed out that grid-like stroc- Datahases,
tures that can support the above applica- archives,
tion classes can also be used to solve a libraries
varicty of commercial computing prob-
lems. In commetcial computing, com-
putcrs are being used not just for ranning
a business—online transaction process- T L

elescopes,

ing (OLTP), enterprise requirements
planning (ERP), and document prepara-
tion, for example—but also increasingly
to gain strategic competitive advantage
by mining the rransaction data to make
business decisions. However, suppart
costs dominate the cost of ownership of
computing systems. [n many business
environments, the demand for computing cycles varies with
business and product cycles as well, and is often difficult to
predice. These trends make outsourcing of inforiation tech-
nology services a very attractive proposition. Outsonrcing of
applications by big and small businesses will go beyond e-mail
and Web-site hosting to database management, FRP, ¢-com-
merce, business intelligence, and design services. In effect, IT
service providers will become application service providers.
That, in essence, is a trend toward grid computing.

Mirza noted that grid-like struetures are also emerging within
large corporations and between smaller corporations. In this age
of global corporations and global commerce, employees, cus-
towers, suppliers, contractors, corporate resources, and corpo-
rate data are all geographically dispersed. Intranerts provide
access to all corporate assets and knowledge resources to anyone
in the corporation from anywhere. Internct and intranet gricls
cnable collaboration and e-business by connecting corporate-
wide business processes and by conneeting the corpaoration to its
customers, suppliers, and contractors. These e-business solu-
tions rely on heterogencous computing resources and are
cenabled by object-based technologies that make these applica-
tions function across diverse platform and operating systems
{Enterprise Java Beans and Component Broker ave exainples).
"I'his is also a grid-based computing environment; only the spe-
cifie applications are different. Instead of compute- or data-
intensive applications, these are interactive, transaction-hased
applications.

satellites

TECHNICAL CHALLENGES FOR GRID COMPUTING

The panelists highlighted three key characteristics of com-
putational grids that make their implementation very difficult;
grids are (potentially) very large, prid resonrces are heteroge-
neous at multiple levels, and grids are very dynamic.

By definition, computational grids are physically scalable.
Networking standards such as Gbit Ethernet, A'T'M, and
SONET provide commaon interconncet links, switches, and
hubs for interconnecting parallel processors, storage devices,
and user interfaces together across wide geographical distances.

Grids

wind tunnels, .

GiBs

Petafiops platform/
- future scalable_parallel systems

. Storage . -
- area
“network .

Functionally specialized nodes
High-spead )
networks and routers
{LAN, WAN, Long-Haul ...)

Figure 2. Physacal grlds and GiBs (grlds ina box)

Bridge rechnology is available to link in other devices such as
scientific sensors. Interprocess commmunication and control
standards such as TCP/IP, MPI, and MATP provide the neces-
sary software connectivity between hetcrogencous resources.
Estimates for the number of resourees in a grid range from sin-
gle digits to millions of devices.

"The core hardware resourees of computational grids—the
computers, data-stor 8 ¢
heterogeneous. At the software level, different programming
languages or models, operating system versions, or availabil-
ity of libraries or compiler licenses make similar hardware sys-
tems essentially different. Information resources such as data-
hascs alse add heterogencity at an application level, Finally,
the ownership of these resources is often distributed across
multiple administrative domains, giving rise to heterogeneity
in the policies governing the use of particular resonrces.

Grids are highly dynamic, due to the dynamic nature of
resource availability as well as the requirements of the envi-
sioned applications. The existence of multiple administrative
domains also contribmtes to this characteristic. This is in sharp
contrast to traditional systems, which are penerally considered
static. Resouree availabilicy changes on a continual basis as
resources are added, deleted, upgraded, madified, and moved
within the grid. For example, consider the impact of npgrad-
ing the aperating systent on a parallel processor. This essen-
tially deletes the old resource (the parallel processor with the
old operating system version) and creates a new and different
resource (the paraliel processor with the new operating sys-
tem version). Applications that could use the original resource
might not be compatible with the new resource. Aleernatively,
the new resource might enable a targer set of applications. The
state of any particular resource might change rapidly. For
example, the load on a particular parallel-processing system
changes as new jobs are selected for execution or existing jobs
complete. Additionally, commuanication latencies between
resources ave both high and variable as teattic from other appli-
cations asynchronously compete for shared network links.
Finally, resource failure is the rule, not the exception. With so
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many rescurces in a grid, the probability of some resource fail-
ing is naturally high. Note that resource failure is sormewhat
different chan resource availability in that availability affects
resource allocation, which occurs before the application (or
subtask of the application) begins execution, Resource failure
might oceur after resource allocation and impact the execu-
tion of an application (or subtask).

These three characteristics make computational grids far
more complex than can be managed by current methods for
heterogeneous- or distributed-computing platforms, and are
the basis for numerous technical challenges in implementing
grids, Each panel member described the technical challenges
of building a large-scale computational grid from his or her
own perspective. The following list condenses the discussion
into the top five technical challenges.

COMPLEXITY MANAGEMENT

Above all, a grid must be easy to use. "This is implicit in using
“seamless” to describe how grid resources are to be integrated.
Grid hardware and software resources are heterogeneons in
nature and might span multiple administrative domains across
wide geographical distances. The underlying complexity must
be hidden from the user. This is especially important given the
nultidisciplinary natare of the target user bases. "The pgrid isa
tool to be used to find a solution, not the solution itself. Tt must
be easy for a nser community to compose, debug, and exeeute
ot interact with an application. Users thus mast understand, on
some abstract level, both the capabilities and limitations of the
grid. This level of understanding is also necessary so that users
can extend or alter applications to enhance their sohutions. Grids
are inherently evolving as new resources are added while oth-
ers are scrapped. The two to three years currently requirved to
develop and performance-tune a large application for cutrent
parallel systems must fall significantly. To make use of newly
acquired resources, or replace obsolete resources, applications
must be developed or ported quickly, and at an acceptable level
of performance.

GRID PERFORMANCE

How do we measure the cffectivencess of a grid? Performance
has traditionally been the driving measure of success for any
computational platform. For a single user, performance is
defined as measured runtime or other classical measures such
as wait time or turnaround time. In contrast, from a system
perspective, a high utilization of system resources is consid-
ered the goal. Both performance perspectives are also relevant
in a grid envitonment, especially in the context of the distrib-
uted supercomputing and high-throughput computing appli-
cation classes. Other application classes might require a dif-
ferent definition of performance, however.

A major goal of grids is to solve new problems, ones that could
not be solved before, such as applications from the data-inten-
sive, collaborative computing, or on-demand computing classes.
For example, sappose a grid can compute a detailed weather
model that can predict the movements and severity of a hurri-
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canc in accelerated time by combining online weather sensors,
data on past hurricancs from archives, and interactive visualiza-
tion stations at different weather analysis centers. Iowcever, the
execution of this application results in low system utilization (of
some resources) or severe depradation in average wait tine as
seen by other users sharing the same grid.

In this case, we would evaluate performance by the capabil-
ity of completing the compuration in a timely manner and less
by traditional measures. Therefore, grid performance might
need to be redefined as a success rate in providing new capabil-
ities. In general, measuring the performance of grids as the value
of the applications that they enable might be difficult, Farther-
more, supporting multiple theterogeneous) performance objec-
tives in 2 common grid is a major technical challenge.

GRID SCALABILITY

How large can a grid grow and still be useful? The loose
coupling berween the grid resources results in performance
degradation as the grid’s size increases, Although any single
device might have a few high-bandwidth links to the grid net-
work, the latencies in using these links might be high and vari-
able under heavy sharing. This loose external coupling malkcs
it difticult to efficiently support the grid-scale intetprocess
communieation, synchronization, and coscheduling functions
required for scalable applications.

Applications that require a large number of geographically
located resources must be designed to be extremely latency
mlerant. As the size of the prid grows, it might be impossibie
to achieve a single, controllable system image across even a
smalf subset of grid resources, due to interference from activ-
ity in other parts of the grid. Finally, many high-performance
computing resources (such as parallel processors) and /O
servers are tightly coupled internally but have limited con-
nectivity to the outside world. "['hese devices are designed for
operations that execute entirely within their physical limits.
Typically, they are not designed to be tightly coupled with
other geographically dispersed devices. This characteristic fur-
ther reduces the size of a usable grid.

DESIGNING GRID-AWARE SYSTEM SOFTWARE AND
APPLICATIONS

Given the dynamic nature of a computational grid, applica-
tions must be able to adape at startup and runtime to best use
the currently available resources. Applications must also be
able to dynamically request new resources. The application,
resouirce management, and runtime services in the grid typi-
cally share responsibility for adapting to the grid's current state.
The application must be designed to be flexible in what
resources it uses, have mechanisms for querying the system
state, and have some deeision support for how to reconfigure
based on the current system state. Current programming envi-
ronments typically support application development only for
statically defined systems. In addition to being able to express
adaptivity in the applications programming madel, services for
system state queries and runtime support for reconfiguration
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are required. Adaptively managing for resource availability or
failure beecomes more complex as more resources are required
by the application.

ADMINISTRATION

Compuatational grids might contain resources from many
different administrative domains with different resource-
usage policies. Therefore, no longer does any single entity
own ot control responsibility for functions such as system
administration, security, resource ownership, maintenanee,
accounting, and user support. Guidelines for participacion in
a grid must be developed that are both amenable wo produc-
tivity yet enforceable. Two of the most important functions
that must be resolved are site autonomy and security.

Girids let users construct new and larger applications by
pooling more resources together than are available at any sin-
gle site. However, cach site still maintains responsibility for
its own resources and needs to control the policies for how
other grid users might use them, This is especially tue in the
near future when the resourees of a given site are primarily
intended for supporting efforts other
than the grid computations. These local
functions must be supported determin-
istically, with execss capacitics provided
to the grid users. Usage policies at one
site might directly cantlict with the poli-
cies at another site, making it impossible
for a single application to simultancously
use resources from both sites. Tn futare
grid ceonomies, sites might cooperate in
obtaining complementary resources
intended for the collective beneflit of
cnabling emerging grid applications.

Related to site autonomy is grid sccurity. In the grid envi-
ronment, this becomes very important as different communi-
ties (industry, academia, gavernment labs, the US Department
of Defense, and so forth) will wish to share grid resourees. Kach
cotmmunity might haye a different set of security requirements,
atdifferent levels of implementation costs, but all must be sup-
ported. Grid participants must crust the grid system to enforce
proper resource usage as well as to protect their proprietary
data ot they will not use it.

ENABLING TECHNOLOGIES

Given the technical challenges we've just discussed, you
might naturally ask, “What are we doing to meet these chal-
lenges?” While the scope of the current research related to
computational grids is enormous, the panel members pin-
pointed five key technology areas aimed specifically at meet-
ing these challenges. An emerging grid architecture provides
the framework for a generic computational grid. ‘The use of
performance-engincering methods and che creation of grid
services deal with the dynamic nature and scalability issues of
grids. A coherent, object-oriented framework reduces the com-
plexity in building prid components from low-level coinmu-

Grid participants must
trust the grid system
to enforce proper
resource usage as well
as to protect their
proprietary data or
they will not use it.

nications to high-leve] applications. Finally, large-scale, per-
sistent testheds serve o discover the realities of implemnent-
ing, using, sharing, and maintaining computational grids.

THE EMERGING GRID ARCHITECTURE

While supercomputing is a key challenge for grids, they also
cnable a varicty of new problem solutions. Grid applications
are conceptually more complex than current parallel and dis-
teibuted applications. Many are interactive and require robust
performance guarantees from the grid infrastructure. Addi-
tionally, these applications require a diverse set of services to
use the grid resources cffectively. These requirements have
led to the emerging architecture for computational grids
deseribed later, as provided in Foster’s presentation.

Tigure 3 depicts the Tntegrated Grid Architecture (lan Fos-
ter, An Integrated Grid Arehitecture, tech. report, Argonne
National Laboratory, 1999, At the highest level is the appli-
cations layer. Applications from the classes we deseribed just
now are designed and developed asing a set of services from
the application toolkic layer. "This toolkit layer provides a set of
services to application developers or en
users tailored to their specific application
domain. Included in the roolkit layer
might he a problem-solving environment
for a particular domain. The primary
goal of the application toolkit layer is to
abstract the compugational grid o a level,
which the user inight understand and
exploit. "Uhe key assumption here is the
fact that the user very likely is nota com-
puter scientist!

The application toolkit layer makes
use of 4 general set of services provided
by the grid services layer. This layer provides a set of func-
tions, analogous to the runtime of a single system, which arc
required for building the grid-scale applications, An example
is an information service, which might be used for locating a
particular type of resource or for querying the current load on
a grid resource. Note that similar services ave cusrently used
in distributed-computing applications, ITIowever, in a grid envi-
roninent, these services must seale to handle a larger number
of resources.

The lawest level of the grid architecture is the grid fabric
layer, This layer is analogous to the operating system of a
single system and provides a scamless fabric across the vari-
ous grid resources. Uhe fabrie layer provides a stable pro-
gramming interface te the dynamice resourees in the grid. The
grid fabric is built on the actual grid resources and associated
commercial computing standards,

Foster noted that the architecture depicted in Figure 3 pro-
vides 4 sct of orthegonal services which may be used to con-
struct grid-scale applications. This approach has been used
for other distributed systems such as CORBA and the Tnternct
and is being adopted by most of the current prid rescarch proj-
cets. However, in a post-panel discussion, Grimshaw argued
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Appiications
that this snm-of-scrvices approach is L
C . . o Application
basically flawed in that it docsn't actively ’
toolkit layer

support grid-specific issues such as com-
plexity management and faylt tolerance.

PERFORMANCE ENGINEERING FOR
GRID-AWARE APPLICATIONS

Grid services

A primary vesearch challenge involves e
dealing with the dynamic natare of com-
putational grids. "T'he new types of appli- ) )
cations require coupling multiple deviees Gr'fa;ae?r'c

actoss geographical locations as well as
new grid services and possible new fea-
tures in local operating systems. The
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grid resources themsclves are quite het-
erogeneous and dynamic. Therelore, the
application-programming models, ran-
time systems, and grid services need to be grid-aware so that
* adaptive applications can be composed quickly and executed
efficiently in the dynamic grid environment. The ad hoe design
methods uscd in the past are not sufficicnt. New methads,
which provide systematic design tools and performance tools,
are needed so that petrformance considerations ave designed
into an application from the ontset. Furthermore, enhance-
ments to the application and rontime enviremuents are needed
to deal with the dynamic grid system. Darema provided an
overview of the curvent NS New Generation Software pro-
gram. NGS has ewo components: performance engincering
and compiler and application-composition technologics.

T'he NGS program takes a strong view that performance-
engineering technology plays a key role in supporting adap-
tive applications, Performance madels of grid components at
all levels arc constructed, validated, and combined into a per-
formance framework. Models, simufators, and measurements
for computing resources, networks, and other devices as welk
as for operating system services, grid services, and application
components must be developed to create an accurate system
model. Furthermore, wo make such analysis tractable, these
multimodal methods need to be able w describe the system at
multiple levels of abstraction. The performance framework
then assists in the composition of applications by providing
petformance analysis on 4 system-level model, which is com-
posed from component models at the appropriate level of detait
required to support the target performance objective, Design
trades might he made between types of resources to use or even
algorithmic approaches. L'he framework includes the complex
hehavior of all the complete system’s components so that users
can perform an accurate performance anakysis.

Aida advocated a similar thrust. Aida has heen working the
Ninf project, which models network performance as well as
server performance at a detailed level. This supports an accu-
rate cvaluation of scheduling systems when applied to grid-
scale systems. Experimental results verify chat this approach
provides a more accurate performance prediction than current
methads, which use simplificd maodels.
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Figure 3. Integrated grid architecture,

While application composition is in itself a hard problem,
giving the applications the ability to adapt to the dynamic grid
during exceution is even harder, The second portion of the
NGS focuses on incorporating performance-engineering
methods into the application programming model and run-
time system. Fssentially, the application can gquery the state-
of-the-grid resources on the fly (with the rantime system) and
adapt to the changes. The performance maodels and measure-
ments can aid the decision-making process. Grid-resource-
management services might use similar methods to aid in
resource allocation and scheduling,

"The end goal is to greatly reduce the time to create or port
a large application in a grid environment, and to produce appli-
cations that execute with a deterministic Quality of Service

(QoS).

SCALABLE GRID SERVICES

The performance-engincering framework rescarch pro-
vides a view of the grid resources ac multiple levels. In the
integrated grid architecture of Tigure 3, this has the greatest
impact at the grid-services layer where the performance-
prediction information can scrve to support resource man-
agement and rontime-application adaptation, as well as the
application-toolkit layer where it supports application com-
position fromn components. The performance-modeling
framework vepresents a grid service, which provides a fune-
tionality uscful to many applications. In general, the grid-ser-
vices and application-toolkit layers in the integrated archi-
tecture provide a set of common functions, which might be
used by many applications.

Rescarch in grid services aims to provide a seamless virtual
image of the compurational gric, much like mocdern operating
systems provide a virtual machine image to compilers in a uni-
or parallel-processing system. Hlowever, the services required
in a grid are quite different because of the scale and dynamic
properties of computational grids, as well as other properties
related ta the types of envisioned applications, separate admin-
istrative domains, and so forth. Gannon sumimarized his current
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research on the TPG project, which has identified two sublay-
ers of grid services: gridwide core services and higher-level
application toolkit services. The work leverages heavily off the
Globus project, which is researching grid-scale services,

Corte services must be supported throughout the entire grid.
The user might never directly see many of these. Tn fact, they
are part of the infrastructure that makes “seamless™ possible.
Some examples have user authentication and other security
mechanisms, uniform resource naming, resaurce discovery and
brokering, QoS mechanisms for multiresource coscheduling,
and event management, logging, and notification. "T'hese ser-
vices might be integrated directly into the application-pro-
gramming model or be part of a global shell used for resource
access and job control.

In addition to the gridwide core services, users need a mun-
ber of additional services to put an application up on the grid.
These higher-level application toolkit services include visual-
ization tools, scripting tools, object models and component
compaosition tools, and publishing tools, The problem-solving
environments use this services layer, which interacts heavily
with the lower-level, core grid services.

OBJECT-ORIENTED FRAMEYWORKS FOR
REDUCING COMPLEXITY

"The grid services functionally provide
a seamless interface to the complex het-
crogeneous grid resources. However, to
be of any use, these services must be
completely interoperable. In this light,
Grimshaw proposed that a computa-
tional grid requires a single coherent,
object-based model as its foundation. A
single coherent model should provide
three key advantages (or the three Cs):

e Composition. Application construction is vastly simpler if
components can be easily composed into larger compo-
nents. As an cxample, consider the power of Unix processes
and pipes,

¢ Commumication. Intercommunication standards between
components must be standardized. The interfaces to a com-
penent must be well-defined and typed. Some mininum
functionality should exist in all interfaces, to facilitate
extracting the complete interface. The MAC cliphoard is an
cxample,

®  Clarity. Asingle coherent model is required to “bring order
to the Babel” in the complex grid environment.

In addition to using a single coherent model, Grimshaw pro-
posed that the model be object-based. 'The “everything is an
object” notion implies that all grid compenents (application
software, grid services, and hardware resources) are encapsu-
lared as objects with well-defined funetions and interfaces, "This
approach supports legacy applications (using wrappers) and
simplifies the composition of new applications and grid ser-

The grid services func-
tionally provide seam-
less interface to the
complex heterogen-
eous grid resources. To
be of any use, these
services must be com-
pletely interoperable.

vices. Object methods provide a simple way to describe
resources and services, for example, in terms of their capahil-
ities and interfaces. Object-based systemn models also reduce
complexity by encapsulating complex behaviors within a com-
poncent object such as fault tolerance, parallelism, and other.
implementation details. Objects also provide a clean mecha-
nism for cxtension through inheritance or hierarchical com-
position. Object composition might be used to construet
objects with new behaviors. Tinally, object boundaries are a
natural point to exercise access control for enforcing security
policies.

LARGE-SCALE PERSISTENT TESTBEDS

Conceptvalidation is an important part of vesearch. Trans-
ferring the technology to a real user community and letting
them *kick the tires” is one way of accomplishing this. The
computational grid concept’s complex nature leads to one con-
clusion: that large-scale testbeds are required to test, refine,
and validate the concept. Aida used a set of distributed com-
pute servers, connected by the Tnternet, as a large testbed for
validating the performance-modeling
approach that he designed to evalnate
grid-scale scheduling algorithms. Aida’s
work is part of a larger onpoing global
computing infrastructure project (Ninf)
performed in collaboration with the
Fleetrotechnical Laboratory, the Real
World Computing Partnership, and the
"T'okyo Institute of Technology in Japan.
Both the Globus project (led by Foster
and Kesselman) and the Legion project
(led by Grimshaw) ave using large-scale
testheds to test and refine vartous grid
technologies.

Another large testbed is NASA’s IPG,
presented by panel members Saini and Gannon, The 1PG is
focused on improving the Aeronautics and Space Transporta-
tion 'T'echnology design process. The goal is to create a com-
putational grid that links the computational, data, and hunan
resources throughout the various NASA sites. "This grid will
provide an increased computational capability that can serve to
deerease the design cycle titne of air and space vehicles as well
as improve the quality by supporting innovative designs derived
from early multidiscipline trade studies. Essentially, the IPG
will cnable larger design simulations than ever before. Addi-
tionally, the IPG will support the integracion of multiple data
sonrces (experimental, computational, theoretical, low-to-high
fidelity) and support multidisciplinary design teams in a col-
laborative environment. Application-design environments will
support the use of the IPG by “nonprogrammers.”

Building the IPG involves identifying and cstablishing col-
laborations with application communities that will use, vali-
date, and participate in refining the grid infrastructare and
middleware, and that have direct relevance to the NASA mis-
sion. Essentially, the IPG grid project is evolutionary, build-
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ing on the work af grid-rescarch projects such as Globus and
Legion, Its objective is to transfer the grid-research technol-
ogy and tailor it to build to the next-generation information
applications that are important to NASA’s mission and cus-
tomers. Along the way, it will discover the realities of imple-
menting, administering, maintaining, and evolving a large-
scale computational grid,

VWHAT IS THE ROLE OF INDUSTRY IN GRID-
TECHNOLOGY DEVELOPMENT?

Computational grids appear to e the current hot topic in the
rescarch environment, Even NASA's IPG might be considered
an infant research project. Until now, most of the research has
been funded by government-related agencies. In the comnmer-
cial world, the growth in the use of high-performance compur-
ing as well as Internet and intranct usage will ultimately benefit
from grid-like structares as well. In the near future, I'T providers
will use prid-like structures to supply high-performance com-
puting services to the commercial world, much Eke grids will be
used to support the HIPC world. Additionally, grid-like struc-
tures will be used to solve the interactive,

transaction-based applications required by —

Information grids
provide a natural
mechanism to solve
applications where
distribution is part of
the prohblem.

the growing use of e-business-related solu-
tons, So the final question to ask is, “What
is the role of industry in the development
of grid technology?” Mirza provided his
personal view on the dynamics of indus-
try with respect o computational grids
and their prognosis for the near foture.

According to Mirza, grid technology
and applications fall into two categories.
In one case, distribution is part of the
solution. These are heroic compute-intenstve applications that
need prodigious amounts of computing resources, which a sin-
gle supercomputer cannot satisly; aggregating distribuated
supercomputers and distributing parts of application across
these resources is the solution the grid provides. In the other
case, distribution is part of the problem. There arc corpora-
tions and organizations with distributed resources and assets,
and people who need aceess to these assets; you need a solution
that connects them together so they can function together. In
both cases, a grid-like environment is the answer.

Information grids provide a natural mechanism to solve
applications where distribution is part of the probiem. These are
the applications that are emerging as a resule of the global econ-
omy and the trend toward leveraging the Internet’s standards,
simplicity, and connectivity to transform key business processes
of a global corporation or organization. nereasingly, corpora-
tions will use grid-based solutions for running their business—
to communicate with their partners and customers, to connect
with their back-end dara systems and knowledge assets, and to
transact commeree. It includes

* customer relationship management (providing quality cus-
tomer self-scrvice, giving custowmers controlled access to

data they necd, analyzing past customer behavior to per-
sonalize offerings, and anticipate the customers’ wants and
needs),

¢ supply-chain management (transforining the way the sup-
ply chain is managed by using Internet technology to inte-
grate the complex system of suppliers, partners, employees,
and customers), and

¢ e-commerce (transforming the way the enterprise conducts
business through online wansactions, streamlining elec-
teonic billing and payment systems, and fundamentally
revamping revenue and cost structures).

These are the applications of most interest to the industey
at large, and these arc the ones industry will focus on first.
While many of the general problern areas might be common
(issues of heterogeneity, connectivity, security, and QoS, for
example) the specific issues to be addressed are very different
because the nature of the applications are very different,

Industry by itself is unlikely to make significant advances in
middleware and solutions for grid applications where distri-
bution is not the problem but the solu-
tion. Cooperative effort by government,
industry, and the rescarch community is
required to make progress there. These
are problems, many of them of national
importance, that require compute re-
sources that are heyond what a single sys-
tern can deliver, Partitioning and dis-
tributing the computation across
multiple systems is the solution. Bue this
requires a heroie programming effort
and major breakthroughs, much of which
is targeted in the grid research plans for programming model
languages, compilers, tools, [{braries, schedulers, resource man-
agers, and so forth. Tnitiatives such as the IPG are therefore
every important. Although these research and technology
advances might not be directly applicable today to problems of
interest to the general industry, they are nonetheless impor-
tant. "Uhis is because historically, whatever has been good for the
LIPC community has ultimately been assimilated in the main-
stream-computing arena. In fact, many of the advances here
will likely aceelerate techuologics thatare very relevant to finture
high-cnd scrvers, which can be expected to have many grid-fike
characteristics. Like the grid, future scalable parallel systems
will have heterogencous nodes, multilevel hicrarchy of con-
neetion mechanisms, and a need to dynamically partition and
allocate the resources within thesc systems. These systems will
have many of the same problems being tackled by the grid
research today and will benefit from che advances that this cffort
produces.

he IPG’s basic coneept has considerable merit. Panelists
agreed that it is a worthy goal to pursne but that over-
coming the technical challenges needed for achieving an effec-
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tive grid will require considerable effort. Computational grids
provide the ability to solve larger computational problems than
ever before, as well as enabling the solution ta new problems.
However, building such a grid is difficuft due to the technical
challenges that result from working with a large number of
geographically distributed, heterogeneous, and dynamic
resources, Users of current-generation parallel and distributed
systems also face many of these challenges, The grid environ-
ment simply extends the challenges. Therefore, research in
computational grids will also advance the state of the art in
these smaller high-performance computing platforms.

Several efforts arc alrcady underway in developing cnabling
technologics that can address these challenges, A great deal
will be learned from the early testbeds, such as NASA’s IPG,
At the moment, such efforts are largely based in the IPC com-
munity, which has historically heen the trailblazer for many
key technologies thar were eventually adopted for mainstream
computing. The use of successively more sophisticated super-
computer and paralicl architectures in mainstream business
and the wild embrace of the Internet are but two cxamples.
However, given the importance of the grid concept to ather
non-HPC domains, steps must be taken to ensure that the
mechanisms designed for constructing HPC-based grids will
also support commercially viable grid applications so that this
research truly benefits socicty as a whole. #
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