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INTRODUCTION

A study of U.K. networking in the 1960s
and ’70s must start from an understand-
ing of the environment. Clearly anyone,
academic or industrial, could do theoreti-
cal work. However, the potential for
practical work was much more limited.
The British Post Office (BPO) had a
monopoly on any communication across
public rights of way. There were two
other sets of players: single organization
networks and computer service bureaus;
the latter could set up data networks to
their computers, and could provide ser-
vices to remote users. Service bureaus
had to be careful; their remit stretched
only to data traffic to their own cus-
tomers. The BPO still had a complete
monopoly on facsimile, message switch-
ing, and voice traffic. Thus, any technical
activity in this field had to take into
account that the results would be used
only by the BPO as a service provider, or
by the computer manufacturers who pro-
vided equipment to the service bureaus,
the BPO, or data processing centers.

This environment had two other
corollaries. The BPO’s main telecom-
munications business was voice, and its
thinking was based entirely on circuits
and voice calls. It was constrained to
think in terms of standards for interop-
erability with other similar service pro-
viders. It was not interested in technical
innovations that could not be agreed on
universally. By contrast, the computer
manufacturers were much more inter-
ested in providing all the equipment
between their mainframes and the user,
including terminals and data communi-
cations equipment; their main interest
in standardization came when they had
to interface to the carrier’s equipment,
or wished to attach to terminals they
were not manufacturing.

In this environment, there was con-
cern with the economics of higher band-
width. Pulse code modulation (PCM)
was providing 2 Mb/s circuits, which
would multiplex up to 30 voice channels
of the 64 kb/s used for digitized voice
traffic. There were already large net-
works, like those of the U.S. General
Electric Information Services (GEIS-
CO) and TYMNET, which used statisti-
cal multiplexing to aggregate a number
of lower-speed channels used for inter-
active terminal traffic.

This article is concerned with packet-
switched work in the United Kingdom up
to the early ’80s; therefore it ignores
most of the important concurrent U.S.
work. It starts with the early work at the
British National Physical Laboratory
(NPL).. It then considers the contempo-
rary network services situation in the
research community, and the first inter-
national node of the ARPAnet. The cor-
responding European activity is
considered next. It covers the BPO’s
response followed by the contemporary
work on the Cambridge Ring LAN. Later
British activities in the area are consid-
ered, and some conclusions are drawn.

THE NPL NETWORK AND
RELATED WORK:

1966–1970

From 1965, the NPL, a British govern-
ment laboratory, investigated, under
Donald Davies, the possibilities of
putting together a large data network.
While there were some published papers
from the ’60s, the best historical note
about the NPL work in this period
comes from a paper that Donald sent
me two months before he died. It was
published posthumously as [1]. Paul

Baran had written his first public paper
[2] on the principles of packet switching,
but Donald arrived at these in parallel.
He regarded the work of Len Kleinrock
(e.g., [3]) as seminal — but it considered
only message switching, not packet
switching, at that time, and did not influ-
ence his ideas. I return to the question
of who should claim precedence at the
end of this section. Here I point out only
that the ’60s was a different era from
even a decade later. Only papers like [2],
books like [3], or presentations at inter-
national working groups would have
been known internationally and hence
could have influenced the protagonists.

Donald’s initial ideas were expressed
in unpublished notes that were reprint-
ed as annexes to [1], from which I give
some extracts:

Starting from the assumption that
on-line data processing will increase in
importance, and that users of such ser-
vices will be spread out over the coun-
try, it is easily seen that data
transmission by a switched network
such as the telephone network is not
matched to the new communication
needs that will be created. …

The user of an on-line service wishes
to be free to push keys sporadically,
and at any rate he wishes, without occu-
pying and wasting a communication
channel. But he does not expect a reply
from the computation service for less
than a ‘message’ of several characters,
typically between 10 and 100.

A message communication service in
which short messages are temporarily
stored in computers situated at the nodes
of the network, and forwarded in turn,
can give great economies in the use of
transmission paths. Further economies are
afforded by the use of digital transmission
plant, with regenerators in place of linear
amplifiers. The result of these two factors
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is that transmission cost can be extremely
low by present day standards.…

Assuming that to carry a message no
more than 5 tandem exchanges are ever
needed, and therefore that such mes-
sages are held 7 times in short buffers
and 5 times in output queues and are
transmitted 6 times, the total delay time
would average about 23t (here he meant
23 times through a tandem exchange —
PK). This could be kept down to 100
milliseconds if all the communication
channels had a capacity of at least 250
messages per second. With digital trans-
mission, this sort of capacity would easi-
ly be provided, and correspond to a few
telephone (PCM) channels...”

In the reference Donald went on to
analyze the characteristics and costs
needed for such exchanges, and the pro-
tocols needed to communicate with the
nodes. He considered the different com-
ponents like the packet assembler/disas-
sembler needed to handle terminals
(e.g., the development that later became
the ARPAnet TIP [4]), and even envis-
aged services like electronic mail. He
outlined the costs and concluded with
the prescient comments:

... “Proposal for a pilot service in Lon-
don and for research and development in
the UK. It is important not to find our-
selves forced to buy computers and soft-
ware for these systems only from USA.”

Clearly his ideas needed experimen-
tal verification, and over the period
1966–1969, NPL proceeded to build a
pilot network for internal services. By
1967, the work was sufficiently advanced
that it was possible to give a paper on
this subject at a Gatlinburg symposium
[5]. This paper had far-reaching conse-
quences. Larry Roberts was then doing
the preliminary planning for ARPAnet;
the paper showed Larry that there was
important work in this area going on
outside the United States, and led to
the international activity mentioned
below. He later stated [6]:

“Donald Davies work ... did show
the importance of packet switching for
computer communication. This effort
had been going on in parallel with the
MIT efforts during 1966… …. Although
the UK work convinced Roberts to use
higher speed lines (50 KB) and to use
the word packet, the Rand work had no
significant impact on the ARPANET
plans and Internet history.”

To what extent Donald’s work was
the first in the field and actually influ-

enced the design of ARPAnet is more
controversial. Donald said that he
invented the concept and that his paper
was the first to mention it. Clearly there
was a lot of work going on in parallel.
Licklider [7] had the vision of a nation-
al computer network much earlier —
but had no view on its technology. In
[8] Len had pointed out the effect of
priority and segment size on waiting
time even before [9], the first report on
such networks in the United States. Len
and Larry have pointed out to me that
in [8] Len had already analyzed the
importance of breaking up messages
into smaller parts to reduce queuing
delay. Paul had written about many of
the design trade-offs for packet-
switched networks [9]. Indeed, Larry’s
own experiments in connecting the TX-
2 in Massachusetts to the Q-32 in Cali-
fornia had already shown the need to
break messages into fragments to
reduce retransmission time. While ref-
erences such as the annexes of [1, 8, 9]
may have been read by others working
in the field nationally, they were not
known internationally. It is more diffi-

cult to establish at this time, however,
whether Larry intended to switch the
fragments as independent packets in
the ARPAnet before he heard of the
NPL work; certainly he now claims that
this was always his intention. His speci-
fication for ARPAnet clearly required
such packets. The detailed system
design to meet those specifications,
mainly due to Bob Kahn, used that con-
cept, and the initial implementation was
carried out by a team of BBN engineers
during the first eight months of 1969.

By 1968, the experimental NPL net-
work was well enough advanced to be
described in the series of papers given
at the 1968 International Federation for
Information Processing (IFIP) Confer-
ence [10–13]. It should be remembered
that this was nearly two years before
the groundbreaking session on the
ARPAnet at the Spring Joint Computer
Conference in Atlantic City in 1970.

I do not have space here to outline
all the work done at the NPL over that
period. It has been described well in
[14]. Again I quote from the abstract:
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“This paper … focuses on the con-
struction of the NPL Data Communica-
tions Network, which first became
operational in 1970. This network served
both as a model for a possible U.K.
national network and as a practical local
area network (LAN) for the NPL site.
The report describes the impact of the
NPL work on other early networks, such
as ARPANET and the British Experi-
mental Packet-Switched Service (EPSS),
and on data communications in general.”

By 1970, this network was opera-
tional as a LAN with 768 kb/s channels
— operating at up to 500 packets/s.

NPL was never funded to proceed
with a wide area network. Indeed, the
BPO felt that this was its prerogative.

EARLY BRITISH RESEARCH
AND EDUCATION NETWORKS

The British activity in networks for the
research and education communities
adopted a different path from those in
the United States. The research com-
munity had installed its largest comput-
er, an IBM 360/75 replaced in 1969 by a
360/195, in the Rutherford and Apple-
ton Laboratory (RAL). This was to ser-
vice the whole U.K. research
community. To achieve its aim, by 1968
it had installed remote job entry (RJE)
terminals, with very limited terminal
interaction, in various British universi-
ties. Most of these were standard IBM
1130 terminals running a standard IBM
system. By the early ’70s there was even
such a terminal at CERN in Geneva for
the British high energy physicists there.

For education, universities had been
funded to acquire standard computers;
in addition, three regional computer
centers had been established at the
Universities of London (ULCC),
Manchester (MRCC) and Edinburgh
(ERCC). These again had RJE connec-
tions to allow them to fulfill their
regional commitments.

On the whole the above facilities were
pure service ones; no network research
or development could be done on them.
About the only exception was an activity
at the University of London Institute of
Computer Science (ULICS), in which a
DEC machine was connected to the RAL
system by a leased line and programmed
to provide remote interactive graphics
facilities similar to those that could be
provided by a local graphics terminal
[15]. While this activity was not intrinsi-
cally important to the general British net-
work activity, it had a major repercussion,
discussed below. ULICS was incorporat-

ed into one of the colleges of the univer-
sity, University College London (UCL),
at about the time the equipment dis-
cussed later was installed. In the rest of
this column the location of this group
will be called UCL to avoid confusion.

THE FIRST INTERNATIONAL
NODES OF ARPANET

By 1970 the first four nodes of
ARPAnet were operational, and nation-
wide deployment was already under
construction in the United States [16].
Shortly after, the Defense Advanced
Research Projects Agency (DARPA)
started envisaging that more of its
research activities might use the net-
work. The first of these was the seismic
analysis activity of its Nuclear Monitor-
ing Research Office, which supported
two large arrays in the United States
and one foreign one [17] in Kjeller,
Norway (NORSAR). Other DARPA
research activities that might use a simi-
lar technology included packet voice,
packet radio, and packet satellite.

The original links from the Washing-
ton to the NORSAR array went via a
satellite circuit to Gonnhilly, United
Kingdom, and thence via cable to Kjeller,
Norway. In early 1971 Larry proposed to
break the circuit and connect in the NPL
network to the ARPAnet. Unfortunately
for that plan (but not for me), at this
time the British government was trying
to get the United Kingdom into the
European Economic Community (EEC).
The EEC governments, particularly
France, were in any case suspicious of
U.K. links with the United States. It was
therefore politically impossible for NPL
to be linked directly to a U.S. defense
project. Since the opportunity was too
good to let slip, Donald suggested that I
pursue the offer instead. I took this up
enthusiastically; the early history of the
British links to the ARPAnet have been
detailed elsewhere [18].

DARPA essentially supported only
research and development activities;
hence, my proposal had to have a strong
research component. At the time, all
the ARPAnet hosts were local to their
communications computers. I proposed
three areas of activity:
• Connecting in the RAL IBM

360/195 remotely
• Connecting in the ULCC[PT1]

CDC 7600 remotely
• Working with DARPA on a new

satellite network project called
SATNET
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At the same time, the RAL and
ULCC machines discussed earlier were
service machines, and I was not permit-
ted to make any changes in those
machines. Thus, I had to exactly emu-
late one of the standard RJE terminals
one way and a standard ARPAnet host
on the other from my front-end
machine. DARPA was going to provide
only the communications computers
(TIP, [4]) at UCL and Kjeller; they
were also going to upgrade the interna-
tional circuit to the United States to 9.6
kb/s. My problems in getting these activ-
ities and the onward link to the NOR-
SAR TIP funded in the United
Kingdom are outlined in [18]. The ini-
tial support, both financial and political,
of the NPL and BPO were vital to the
ultimate resolution of the funding and
management barriers.

The link to the ULCC CDC comput-
er turned out to be impractical because
of the way the machine was being oper-
ated. The other two parts of the pro-
gram were eminently successful. Our
linking in of the RAL machine had to be
completely transparent, and all its access
control was in the IBM host. However,
we were concerned from the beginning
with security breaches from the United
Kingdom, so we devised mechanisms for
putting access control into our system —
including into the TIP itself. This was
vitally important to overcome a reluc-
tance of the BPO to continue permission
for the whole project.

Bob Kahn was pursuing two further
DARPA programs for new technolo-
gies: packet satellite (SATNET [19])
and packet radio (PRN [20]). SATNET
required special terminals to sit in the
earth stations, which were then operat-
ed only by the large carriers. At that
time, there were no domestic U.S. satel-
lites; for this and other reasons, the pro-
ject was carried out internationally. It
involved European partners UCL in the
United Kingdom, the German Space
Research Centre (DFVLR) in Germany,
the Norwegian Defense Research Estab-
lishment (NDRE) in Norway, and the
University of Pisa in Italy; in each case
their telecommunications authorities
had to host the equipment in their earth
stations, and so be partners in the activi-
ty. The U.S. equivalent was Comsat,
and, in addition to Comsat, the U.S.
companies Linkabit and Bolt, Beranek
and Newman (BBN) supplied the rest
of the earth station equipment.

While all the European partners par-
ticipated actively in the research project,
only UCL went on to make it a compo-

nent of its service activities. UCL did not
participate directly in the PRN project at
the time. However, we had one of the
packet voice terminals, and its transmis-
sion over SATNET was one of the activi-
ties in which we did participate. Similarly,
we participated in one of the first multi-
network activities when our defense labo-
ratory, RSRE, linked to UCL through
SATNET and then ARPANET, commu-
nicated via packet radio with a car cross-
ing the Bay Bridge in San Francisco [21].
The great importance of these activities
came not only from the technologies
themselves, but from the fact that this
required the linking of different underly-
ing computer network technologies. It
was for this reason that Bob Kahn devel-
oped the concept of the gateway, which
was fundamental to linking those net-
works together. It was from this that the
IP concept was established, and the
TCP/IP protocol of Cerf and Kahn [22]
emerged. Because the U.K. networks
had to be interfaced at a different level,
while we used the U.S. gateways, we also
had to further develop our own gateway
technology.

Throughout the ’70s, the SATNET
project was pursued with the other
international partners. The work was
described in a session of which [19, 23,
24] are three papers. From the begin-
ning, the international dimension had
to be considered — as it was in [19].

UCL’s activity had another long-last-
ing activity. Cerf started, in 1978, the
International Collaboration Board
(ICB). This was to foster unclassified
collaboration in command and control
between defense departments. The ICB
activity continued for 25 years; during
its life it included participants from
Canada, Denmark, Germany, Italy,
NATO, Norway, the United Kingdom,
and the United States.

THE EUROPEAN INFORMATICS
PROJECT

While NPL was not permitted to take
up Larry Roberts’ offer to link to
ARPAnet, nor could get the funding to
work on a Wide Area version of the
NPL network, it was encouraged to
work with other Europeans. In France
the interest in packet switching net-
works had grown quickly during the
early 1970s. In 1973 the first hosts were
connected to the CYCLADES network
[25], which linked several major com-
puting centers throughout France. The
name CYCLADES referred to both the
communications subnet and the host
computers. The communications sub-

network, called CIGALE, only moved
disconnected packets and delivered
them in whatever order they arrived
without any concept of messages, con-
nections or flow control. Called a “data-
gram” packet facility, this concept was
widely promoted by Louis Pouzin, the
designer and organizer of CYCLADES.
Since a major part of the organization
and control of the network was imbed-
ded in the CYCLADES computers, the
sub-network, CIGALE, was not suffi-
cient by itself. The CYCLADES struc-
ture provided a good test-bed for trying
out various protocols, as was its intent.
While, the European Commission and
several governments approved the
European Informatics Network project
(EIN) [26] in 1971, bureaucratic prob-
lems delayed its operation until 1976
under project director Derek Barber of
NPL. Larry Roberts agreed [27] that it
could have been one of the earliest
pace-setters in packet networks in the
world. However, because of its delay,
and because it never had any apprecia-
ble usage, its impact was minimal.

The EIN project also had a strong
focus on protocol specification — par-
ticularly on the transport and network
access level. Here it interacted strongly
with the TC6.1 working group of IFIP.
The NPL group and others in U.K.
academia were very prominent in this
activity [28].

The EIN activity represented the
last experimental activity of NPL on the
networks scene. Thereafter, NPL
restricted themselves to protocol speci-
fication and testing (e.g., [28].

THE BRITISH POST OFFICE
ACTIVITY

With the BPO having blocked the NPL
activity in public networks, it clearly had
to be proactive itself. By 1972, it was
considering a separate data network;
however, like all the other PTTs, this
was still circuit-switched [29]. It was only
after the ICCC meeting in Washington,
where the large-scale demonstration of
ARPAnet was made [30], that their data
development department began to see
the potential of the technology. From
then on, they became both enthusiastic
and helpful. They started their own
activity in a packet-switched data net-
work, the Experimental Packet Switched
Service (EPSS, [31]). This went live in
1975; both the academic and service
communities participated in the activity
(e.g., [32]). Two of the seven senior
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BPO managers encouraged me to par-
ticipate in the ARPAnet, funding the
link to Norway for its first year. The
BPO participated actively in the SAT-
NET activity, mentioned earlier. Indeed,
for the latter they made a major prece-
dent of allowing installation of DARPA
equipment inside their Goonhilly earth
station. They made it a condition that
the UCL project use EPSS, and its more
standard international sequel IPSS
where possible. This led to IPSS and its
U.S. counterpart TELENET providing
the first public data network service
connected to the ARPAnet. Indeed, to
aid this activity, the BPO provided my
project with a free 48 kb/s IPSS link as
soon as that became available; this was
used until the early ’80s.

For the next decade, most of the U.K.
academic service activities had links to
the emerging BPO packet data networks,
even if their backbone connections were
often via leased lines. The BPO
remained very supportive of the U.K.
academic service activities. As these
developed, the BPO participated strong-
ly in the standards activities that led to
the emergence of the colored book pro-
tocols discussed later. Even in the early
’80s, when the UNIVERSE project
investigated the use of small earth sta-
tions connected to LANs [33], the BPO
was an active participant in the project.

LAN ACTIVITIES AND THE
CAMBRIDGE RING

In 1974 Maurice Wilkes, head of the
Cambridge University Computer Labo-
ratory, was shown a digital communica-
tion ring working at the laboratories of
Hasler A.G. in Switzerland, where it
was regarded as a contribution to digital
telephony. He immediately realized its
applicability to computer communica-
tion; he immediately started the devel-
opment of what became known as the
Cambridge Ring (CR). The CR was an
empty-slot ring, which was believed to
be easier to maintain [34]. The data rate
was 10 Mb/s, and the original applica-
tion of the ring was peripheral-sharing.
The Cambridge group developed a
whole system including interfaces to
computers, a terminal multiplexer, and
a monitor station. The early versions of
the ring were wire-wrapped, and Mau-
rice wanted to go immediately from
there to a Cambridge Fast Ring (CFR)
[35] based on a chip design, operating at
100 Mb/s. Not wanting to wait for the
CFR, UCL copied the Cambridge

design of the slower ring, and made a
PCB version. A number of universities
provided interfaces to other computers.
This activity was later advanced by a
number of companies. The British Sci-
ence and Engineering Research Council
(SERC) bought several CRs to support
an initiative in distributed computing.
Unlike the Ethernet being developed at
the same time in the United States,
Maurice was not interested in pursuing
an international standardization activity.
In addition, there were development
problems with the CFR chip, which
delayed its availability. Although the CR
and CFR were technically sound, they
never had commercial and standardiza-
tion interests behind them. They were
eclipsed by the Ethernet development
and were never a real challenger.

Several universities deployed fairly
large LANs (for the time) of several
rings, dozens of nodes, and hundreds of
terminals. Almost all of these used the
CR; by the time the CFR became avail-
able, the Ethernet had clearly won the
day for LANs.

LATER COMPUTER NETWORK
ACTIVITIES TO THE

EARLY ’80S

By 1976, the X.25/X.75 [36] protocols
for network access and network inter-
connection had been standardized. At
the same time, the U.K. research coun-
cils had decided to network together
their main sites with SERCNET [37]
and provide access to researchers in the
universities. At the same time the U.K.
Computer Board had decided to net-
work their main computer centers. This
started with the regional computer cen-
ters mentioned earlier, but later includ-
ed all the universities and also subsumed
SERCNET into JANET. JANET’s remit
included all higher education and
research; thus, the United Kingdom
avoided the proliferation of agency net-
works that occurred in the United
States, funded by DARPA, the Depart-
ment of Energy, NASA, and the Nation-
al Science Foundation — to name a
few. In the interests of economy, the
main efforts for the next few years were
in the definition of standards for such
services based on the open systems
interconnection (OSI) model. The result
was the colored books [38], covering ter-
minal protocols, transport, LANs, file
transfer, remote job entry, and mail.
The academic community were heavily
involved in this work — almost to the
exclusion of other activities.

By 1975, UCL was funded by the
British SERC, DARPA, and the U.K.
Ministry of Defense. Because of the con-
tinued support first from DARPA, and
hence our strong links with the DARPA
program, we participated in the first
TCP/IP experiments and the SATNET
ones. The DARPA support for UCL
started with Larry Roberts and Bob
Kahn; later many other luminaries
including Vint Cerf and Paul Mock-
apetris supported us. Our SERC support
was restricted to work on the Colored
Books. Indeed, in 1978 I was requested
to refrain from TCP work — which I
refused! Instead, Vint Cerf and I benefit-
ed from our complementary experience
to write [39]. The OSI model and the rel-
evant high-level protocols were being
finalized under the auspices of the Inter-
national Standards Organization (ISO).
However, these always had many options
— in the typical way ISO worked. The
colored books represented the attempt to
specify a subset that would guarantee
interoperability of computers. 

While there were several experimen-
tal implementations of TCP/IP in the
’70s, including ones from BBN and
Stanford University, the UCL link to
the ARPAnet moved to TCP/IP as their
total service activity a year before oth-
ers in the United States. However, our
work was always dual-track between
U.K. and U.S. interests; we provided,
and continued to develop, an intercon-
nection service to the ARPAnet and
later Internet. As the British networks
developed, our gateway systems became
more complex, following the U.S. devel-
opments on one side and the British
colored books on the other. This pro-
duced many challenges, such as main-
taining connectivity between the
Domain Name System (DNS) [40] in
the Internet and its incompatible equiv-
alent, the Name Registration System
(NRS), in the United Kingdom. At the
lower levels, the UCL gateway used
SATNET technology, IPSS, and leased
links. This gave UCL a unique experi-
ence of interconnection during the years
as is evidenced by [41, 42]. It also
allowed the British to develop their
own technologies for another decade,
until JANET finally converted to Inter-
net protocols — partly because of the
universal success of the Ethernet, which
required TCP/IP. Moreover, the span-
ning of the two communities allowed
UCL to smooth out some potential
problems for the later transition; thus,
for example, UCL was largely responsi-
ble for the Grey Book mail protocol
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[38] of the colored books mirroring the
Internet SMTP protocol [43] over dif-
ferent lower-level transport.

CONCLUSION
This article shows the usual dilemma of
research and development in the United
Kingdom. On one hand, the early work
of Davies and the NPL were important
pointers; on the other, lack of govern-
ment (or commercial) vision and support
made it difficult to reap a commercial
benefit from the advanced thinking. The
history of the Cambridge Ring had a
similar pattern in LANs. Next, the peren-
nial tug between ties to Europe and to
the United States precluded official par-
ticipation in the ARPAnet; however, the
usual strong personal links allowed close
collaboration with the United States to
continue in spite of official indifference
from British research funders. The more
unified research funding in the United
Kingdom allowed computer networks to
develop in a much more integrated fash-
ion than in the United States with its
competing agencies; however, by choos-
ing an insular approach, the research
networks went along a rather limited
path. Because of high-level concern with
maintaining their links to the United
States (from both the civil and military
sides), the United Kingdom adopted a
path that allowed connectivity to contin-
ue — and even to recover quickly from
the earlier protocol mistakes. Good links
at the national level between the British
Post Office and the research funders
ensured that academia and PTTs worked
well together; but the shorter-term com-
mercial interests, compared to those of
DARPA, ensured that the objectives of
the activity were much more pedestrian.

I have ignored here the U.K. Defense
involvements. Indeed, they supported
UCL throughout the period consistently;
however, their own activity was very lim-
ited, so they did not give the same strong
impetus to the research that was given in
the United States by DARPA.
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