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error is the arctangent of + 1/2 pixel/25 pixels, or + 1.15 degrees.
Rotational accuracy of + 1.15 degrees exceeded the required pro-
duction accuracy of + 3.5 degrees.

B. Reliability
Three sample sets of Darlington assemblies were provided to

test the reliability of the pilot system.
The first set consisted of 270 nondefective units, all of which

were properly recognized and manipulated into a reference posi-
tion within the time and accuracy requirements.
The second set consisted of 33 defective assemblies in which the

Darlington chip was either off the edge of the heat sink, too close
to the weld cup, or rotated more than +30 degrees. The system
was able to reject all of these defective units.
The third set consisted of 39 defective assemblies in which the

Darlington chip was either missing, broken, cracked, or partial.
Such units are automatically rejected by the electrical test. An
effort was made, however, to visually reject these units by detect-
ing nonuniform contrast at the sides and corners of the chip. The
system was able to reject all (16) of these units for which the defect
was visible to the human eye in the digitized image.
The costs required to achieve the above performance were

maintained within the limits predicted by Horn [17] for such a
system.

VI. STATE OF THE ART

At the time of writing (late 1975) Hitachi Central Research
Laboratories in Japan had just announced [1], [9], [15], [20], [21]
the development of a production (partially hardwired) machine
which performs the function of automatically aligning transistor
circuit chips for wire bonding. This machine is the first true pro-
duction "robot" extensively employing visual image processing
functions. This system appears to be very similar in approach and
objectives to the system described in this correspondence;
however, it appears that their application was amenable to
"binary" image processing, thus simplifying the vision task con-

siderably. In addition, the Hitachi system evidently does not per-
form inspection tasks.

At the time of revision of this correspondence (mid 1977) com-
mercially available "chip alignment" systems had become avail-
able. Based on image dissector technology, however, their cost
effectiveness and durability have yet to be established. IC chip
manufacture indeed appears to be a natural first application for
computer vision technology, since it is a highly automated, com-
puter oriented, aggressive industry.
Other recent articles and research papers [10], [11], [13], [14],

[17], [18], and [22] have also focused on electronic component
manufacture as a fertile domain for computer vision technology.
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On the Sequential Approach to
Medial Line Transformation

CARLO ARCELLI AND GABRIELLA SANNITI Di BAJA

Abstract An iterative procedure to obtain the medial line of a

binary digital figure is presented. At every iteration step, local
sequential operations are employed to delete the contour elements
which are neither end points nor are necessary to preserve the order of
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connectivity both of the figure and of the background. The adopted
deletability criteria, based either on the notion of crossing number or

on the existence of certain neighborhood conditions, are described
and the sequence according to which such criteria are applied is
discussed. Some examples showing the performance of the proposed
algorithm are included.

I. INTRODUCTION

Operations which transform a digital figure into a smaller one

by deleting a suitable subset of it, have been widely considered in

the past [1]. For sake of simplicity, in the sequel we will be con-

cerned with binary digital pictures and will mean by figures any

connected set of digital elements having state 1; such elements will
also be mentioned as points. Depending on the nature of the
problem at hand, the deleting operations are required to lead, in

correspondence of every figure, either to a single point, e.g., [2], or

to a subset H of S which is still meaningful for description and
classification purposes. The aim of this correspondence is to

discuss this second type of transformation, with a special em-

phasis on the sequential approach. Without losing in generality,
we will assume that only one figure is contained in the digital
picture and will indicate with S the background, i.e., the set of
elements having state 0. The wanted H should result as a con-

nected set made by the union of simple curves and arcs [3], gen-

erated in correspondence with the elongated regions of S and
lying along their medial lines. H should be obtained by the
repeated application of operations which delete points of S
provided that the order of connectivity is preserved for both S and
S and that the extremes of the found arcs, i.e., the so-called end
points, are never erased. Unfortunately, end points may be
produced, during the deletion process, which are not in corre-

spondence with the meaningful prominences of the figure. As a

consequence, it may happen that, depending on the employed
algorithms, a number of arcs different from the expected one may

be found, so originating rather unlike H's. This kind of ambiguity
in the figure's description can be avoided if one considers all the
convex regions of S as significant prominences. The resulting H is

nowin a1-to- I correspondence with S and the initial figure can be
recovered whenever an inverse transformation is applied. In this
framework, several algorithms have been proposed, e.g., [4]-[6],
all of which inspired by a model of the visual system perception
[7] employing the medial axes as the most significant shape
descriptors. However, due to the difficulty of operating on the
discrete plane rather than on the Euclidean plane, H is not always
connected so that, if classification is the purpose of the task at
hand, its structural description is harder to be achieved. Further-
more, also the computational effort necessary to obtain H is

sometimes heavy.
As a matter of fact, up to now the transformation S -- H has

mostly been considered for figure generalization rather than
discrimination. In many application fields, for instance OCR, the
interest is one of regarding discriminable figures belonging to the
same class as being equivalent, so that a unique prototype can be
associated with them all. In this case the transformation is
requested to be independent on the small inflexions of the contour
and to provide an H whose simple arcs are generated only in
correspondence with the more relevant prominences of S. Before
illustrating the procedure we propose to reach this goal, itis
interesting to outline the features both of the parallel and of the
sequential approach. First of all, let us recall that to work cor-
rectly on digital pictures, two different metrics must be chosen for
S andS [8]. Since one of the aims of the transformation is to
associate to S a subset H made by a minimum number of points, it
is natural to choose 8-connectedness for S and 4-connectedness

for S. As a consequence, to preserve the order of connectivity of S,
it will be possible to erase only those points of S whichi arc 4-
adjacent to S.

Parallel Approach: Let P = S u be an ii x btiniar-y picture
and let pij indicate an element of P. Any local operation applied in
parallel to P generates a transformed picture P* =*S * everv
element p*1 of which has a state that depends on the state of .i ai-id
of those elements of P lying in a given neighborlhood ofp ,. Thelre-
fore, the state of p*j is determined independently from the state of
any other element p* of P* and, moreover, wheneve at paiallel
processor is employed, the transformation occurs simultaniCousLy
for all the elements of P. Both to simplify the transformation1
function and to minimize the hardware complexity of thie parallel
machinery, the size of the neighborhood, the state ot I), depends
on, must be as small as possible, and it is usually clhoscnI to) be ai
3 x 3 window centered in pij. Unfortunately. this suie i, tnot
sufficient [8] to allow a symmetric erosioti of S, while thlis w\otUld
be mostly desirable. In turn, this can be achieved by cotnsider-ing a
sequence of four asymmetric parallel operations. each one corin-
pressing S from top, right, down, left directionls, espectively.
Rather simple neighborhood conditions [9] must be saltitjsfield by
the deletable points, but the comnplexitv of sulch Ccontlditionis in-
creases as soon as faster processing is needed. [or this cason. the
use of parallel algorithms seems to be profitable onlfx if paralflel
processors are available.

Sequential Approach: When local operatiolls a11te aipplied
sequentially to P, the picture elements are examined and trans-
formed according to some a priori established sequence. In this
way the state of each elementpj* of the transformed picture P* will
depend, besides on the state of p1,. on the state of theneighboring
elements, some of which have already been tranisformned. Since
only one element at a time is processed, there arise nvo problemns
with regards the connectedness preservation both of S anid of S
and any sequential operation defined on a 3 x 3 wind(low is
sufficient, if suitably chosen, to obtain a connected tlinH. On tlle
other hand, such an H is seldom meaningful if a row-by-row (or a
column-by-column) scanning sequence is considered. Intfact, in
this case the resulting H ismainly biased toward onlC peripheral
part of S and, moreover, it does not exhibit the major ity of tlhosc
topological and geometrical features one should expecti oitder to
obtain a satisfactory description of S. To achieve better results.
only the contour elements of S shouldbe sequenTtially esamined
and a suitable procedure cotuld be to adopt acolntoLr following
algorithm which. while turning round the contour., assigns to S all
the encountered deletable elements of S. In this was, a firly good
H is obtained by means of an algorithmwvhicih us nlot too coin-
plicated ifS has no holes. Vice versa, if, has ordtr of multipicitv
i) > 1, the application of the algorithm is not straightforward. Ii
fact, the contour of S is now expressed by tihe uini) Ol- Col' aIS
each of which should be separately followed to CaLusC .isx mnActric
erosion of S. Then the overall processcoLuld be schemrnatied asanJ
application, repeated as far asno deletableelemnenits emsutii n. ot a
border following algorithm on i, contour curves.As an e:xample,in
[10] a method inspired by such an appi-oach canlbe foaUnd.
Since sequential digital computers are comtlmonily employedill

picture processing and their use is more advantageous [41 wheln
sequential rather than parallel algorithms are considtered, thiis
second approach to the transformationi we are cuested inl
should be preferable. Nevertheless, to avoid the con-mp1cxksm ot i
fully sequential algorithm an iterative proceduAre h)ai bt'ecu iiied ill
which only the contouL- elements are taken ulto account at verci
step; but such elements arc niot removed. feY ref t1i
whole current picture has beeni examinedl. Ii this xV ur so
of parallelism is introduced wlichi biasesH tow aidi.. cdial fIkR
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Fig. 1. Dots and c's represent inner elements and contour elements
respec-

tively. The deletion of c* is allowed only after that at least one of the 4-adjacent

has been removed.

of S and valuable results can be obtained when specific tasks are

concerned, e.g., chromosome analysis [11].

Nevertheless, the sequential processing employed within every

step may locally alter the contour configurations, so that the cor-

respondence between the detected end points and the significant

prominences of S is not always verified. Therefore, such regions

should be detected independently from the sequential processing

and every step should be featured as made up by two distinct

parts: the first tailored to detect all the nonspurious end points,

the second devoted to the deletion of those elements of S which do

not change the order of connectivity both of S and of An

algorithm following this scheme is described in the next section.

I. A HYBRID PROCEDURE

Let us indicate with So the input digital figure and withSk,

k > 1, the set of1-elements obtained after k applications of a

sequence of local operations which erase from Sk- ' all the delet-

able elements. The process terminates at step h, I

Within every kth step, the process can be envisaged as consisting

of several stages, every one of which is devoted to the

identification of meaningful substructures inSk 1 and is accom-

plished by means of the application of a specific local operation.

The local operations are applied only to the1-elements and the

new state of every element is defined in terms of the states

the elements lying in the 3 x 3 window including it. As a

consequence, in order that the local operations we consider

wherever defined, we will assume that no elements ofS0 lie the

first and on the last row and column of the binary picture.

consider now the processing to be performed on the set Sk.

all, the contour Ck is to be detected. Since 8-connectedness holds

in Sk, Ck willbe constituted by those elements of Sk which have at

least one element ofSk in their 8-neighborhood, i.e., Ck ={pij;

Pij C Sk. d8(pj,k)= 1}. For clarity's sake, let us recall that the

4-distance between two elements pij and Phk iS given by

d4(pij,phk) = i h I+ k while their 8-distance is

d8(Pij,Phk)= max (I i , j
-

k ). Although all contour

ments are deletable, provided that neither the order connec-

tivity both and ofS is changed nor the end points erased,

convenient to assign different labels to the elements with

from and to the ones with d4 = 2 fromSk. In fact, to

creation of holes insideSk, some elements of the second type (see

Fig. 1) can he turned to 0 only after that at least one

neighboring elements of the first type has been deleted. Further-

more, as it will be seen later (refer to Fig. 7), different

the contour elements may help in disregarding some spurious

points originated from nonelongated regions. In the following, we

wll contradistinguish with 2 and 3, respectively, every

the former and of the latter type.

Before describing the remaining stages, let us introduce a few

notations and make some remarks on the conditions which

hold inside a 3 x 3 window centered on pijSk in order

topology both of
Sk

and of V' is not changed whenpij deleted.

The topology will be globally preserved if it will not be changed

inside every local neighborhood. The symbols of the cardinal
points N, NE, E, NW will be used for the 8-neighbors of pij
and

E
will indicate the sum of the states of all such elements.

When E = 0, pij is an isolated point, while when E = 1, pij is an
end point. The number CN of transitions from an element of
Sk(Sk) to an element of S(Sk), occurring when a 4-path [8] around
pij is followed starting from a given neighbor and coming back to
it, is the crossing number associated to pij. Half its value indicates
how many 4-connected components ofO-elements (1-elements) lie
in the 8-neighborhood of pij. The notion of crossing number can

greatly help in establishing general deletability conditions without
examining one by one all the possible 3 x 3 configurations.
CN = 0. The element pij is either an isolated point or an inner

point of Sk; in both cases its deletion is forbidden since the order
of connectivity of S' and of Sk would be respectively changed.
CN = 2. The deletion ofPij does not locally alter the connec-

tedness of Sk, but if X = 7 and the product F = N E S W is
not zero, one hole is created inSk. Then, F = 0 is a necessary and
sufficient condition for the deletability ofPij, provided that this
one is not an end point.
CN = 4. There are two distinct components of O-elements

which separate two 4-connected components, say D1 and D2,of
1-elements. A necessary and sufficient condition to remove pij is
that both F = 0, i.e., no holes are created inSk, and that one of the
components ofO-elements is constituted by only one element
placed in one of the four positions NW, NE, SW, and SE, i.e., D1
and D2 are 8-connected to each other.
CN = 6. Let Dl, D2, D3 be the three 4-connected components of

1-elements. A necessary and sufficient condition for the deleta-
bility of pij is that both F = 0 and D1 uD2 u D3 is an 8-connected
set. Since no more than five1-elements can exist in the neighbor-
hood of pij, at least one of the components DI, D2, D3 is con-
stituted by only one element. In turn this component, say D1, must
be 4-adjacent toPij, in order to be not 8-isolated with respect to
the remaining components. Now, in order that F = 0, neither D2
nor D3 can be constituted by three elements, therefore either D2
and D3 have two elements each and are both 8-connected to D1,
or one of them, say D2, has only one element and D3 is 8-
connected either to DI or to D2. Summarizing, pij is deletable if
and only if, among the four positions N, E,S, W, one is occupied
by oneO-element, while the remaining three are occupied by 1-
elements belonging to the three distinct components Dl, D2, D3.
CN = 8. The neighborhood of pij is constituted by four 1-

elements, placed either in the position SW, NW, NE, SE or in the
positionsS, W, N, E. In both cases, pij is not deletable since either
disconnection or presence of one hole is originated inSk.

It is also possible to give deletability conditions which do not
involve the crossing number. For instance, once assumed that a

given pattern of1-elements exists in the neighborhood ofpij, it is

possible to find deletability conditions which hold for all the
neighborhood configurations containing such a pattern. From
this point of view it is advantageous, if an 8-connected H is of
interest, to consider the pattern constituted by two 1-elements
4-adjacent topij and 8-connected to each other. In this case,the
general condition can be expressed as follows. Any elementpij, for
which F = 0, is deletable whenever one of the relations

a) W N (E + S - SE + 1) >1
,B ) N E (S + W - SW + 1)> 1

y) E S(W+N- NW+1)>1
6)S W (N+E- NE+1)2 1

is verified.
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Fig. 2. Flongated regiotns, the elements otf which are starred, vanish if the (s with
1 and CN = 2 are sequientially removed.
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Fig. 3. The elements are detected as end points if the c*s are first removed.

t: +
I C

C C C

Fig. 4. A contour configuration whiclh identifies an elongated region of Sk.

Without losing any generality, we will restrict ourselves to show

only the validity of relation 4). Readily, since F = 0, the deletion

of Pij does not originate any hole in SV. As for the connectedness of

Sk once W and N have both state 1, it is Inot preserved only when

SE has state 1, while both E and S have state 0. Since this case

contradicts a), the deletability of pij is ensured.

To avoid the detection of a wrong number of end points, the

order of application of the above criteria cannot be free, but an a

priori fixed sequence must be taken into account. For instance,

most of the regions of Sk. constituted by digital contours arcs

which double back on themselves might disappear, instead of

originating an end point, when the picture i.s sequentially
examined. In fact, with reference to Fig. 2, the starred elements of
Sk which are in turn examined in a forward raster sequence have
both F = 0 and CN - 2, so that they all could be deleted. On the

contrary, an end point could be originated by a spur either if the
contour elements with CN > 2 are examined first (see Fig. 3(a)) or

if the end point test and a general deletability test are sub-

sequently performed during the same stage (see Fig. 3(b)). With-
out quoting any other examples, it is clear that some strategy must
be adopted in order to distinguish the really elongated regions. In

this correspondence we consider as really elongated all those re-

gions of S° which, after k processing steps. originate in Sk either
end point or configurations made up by contour arcs which either

double back on themselves (Fig. 2) or (if the barycenters of their

successive elements 4-adjacent to v are joined by straight line

segments) are represented by 7t 4 convex polygonal curves (see
Fig. 4). Suchi configurations can be characterized as containing at

least one elemienit bearing ani 8-distance greater than 2 from the

' 'C C

''

Fig. 5. A spur is generated wshen thie process-ing w.xsInlc caheses tt;c tici;onoit *.
is first performedi

C C *CC
C

t

Fig. 6. The 7r/4 conitour configurations disappeai il- the sequience ol operat!ons 4p ,.
each of which removinig the elemenlts . i-espectively is conisidered.

elements of Sk not in the contour. Since, due to the local natuir ot
the employed processing operations, the elongated regiotns of the
second type can be detected only if an end point canl be associated
with them, let uis illustrate how to reach this goal and, meanwhile.
how to disregard the effect of the spurs. Foi the time being, oInly
contour elements labeled 2. i.e., having d4 I from S, will be
candidates to deletion. Readily, let Us recall that, to avoid the
generation of spurious end points (see Fig. 3(a)). the contour ele-
ments with CN > 2 cannot be analyzed first. Then, let uLs be coIn-

cerned with the configurations of the type of Fig. 2(a) and F'ig. 4.
where the elements whose deletion should originate an end point

are dashed, and with those of the type of Fig. 3, where the contour

elements labeled c should be erased. The elements belonginig to

both types of configurations can be distinguished from the re-

maining contour elements with CN 2 by observing that all telli

neighbors are contour elements. This can be expressed by intro

ducing the step function u(t -). with il(t 9)- 1) it t 9> ild
in(t - 0) = 0 if t < 9, and by computing the crossing numkbet- C NN
associated to pij in terms of the values assumed by u(t -- 9) on the
8-neighbors of pij, with = 1. Only the cointour elements 'withl

CNN - 2 belong to the thick contour components we are actually
concerned with, while the remaining contour elements are charac-
terized by CNN > 2. In turn, the n-eighborlhood's configuratioln
allows to discriminate the elements belonginig to the first type
from those belonging to the second type. In f;act, the lormer
possess at least one pair of 4-adjacent contoLur elements, i.e., the-e

results
P = u(S 0 )-tt(W ) + ti(W ) ti(N 9)

+ n(N 0) u(E 9) + td(E 9) -u(S 9-0) > 1:

but this is not the case for the latter. For simplicity's sake. let tis

indicate with q and the processing involving the deletion of the

elements with P > 0 and with P = 0, respectively. Then, should

follow since this one may originate additional spurs (see Fig. 5).
The possibility that f, besides following, also precedes (/ is pre-
vented by the fact that the 7t/4 convex configurations ate

destroyed by the sequence of the employed operations (see F ig. 6).
Only the configurations of the type of Fig. 7 seem to require that ir

precedes 0 in order to avoid that spurious end points (the elemeent

1--- 1 v
C' C i
Cc
Cc

4 4- .-- -
e--

(a;
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Fig. 7. Since the starred elements are removed by the processing 4, c is detected as
end point if 4 is not preceded by 4.

Fig. 8. The corner element c is removed by the same processing which deletes the
es of Fig. 2(b).

c, in our case) are generated. On the other hand, since these end
points may be featured as elements labeled 2 which are 4-adjacent
to an element labeled 3, it is still possible to discriminate them
with respect to the true end points. Summarizing, the two
processes to be subsequently performed are 1) deletion of the 2's
for which CNN = 2 and P > 0, and 2) deletion of the 2's with
CNN = 2, P = 0 and which are not end points (unless the adja-
cent element is a 4-adjacent 3). Finally, let us note that the second
processing cannot be implemented sequentially without com-
pletely erasing the starred elements shown in Fig. 2(b). To avoid
such a drawback, a parallel process must be envisaged which
considers two complete scanning of the picture: spur labeling and
deletion are then performed separately and independently.
To exhaust the examination of the elongated regions, the diag-

onally oriented contour arcs which double back on themselves
are considered at the next stage. Their elements, both with P > 0
and with CN = 4, that should assume the state 0 in order to
obtain the end point configuration, are dashed in Fig. 2(b). Since
other deletable elements with P > 0, but CN ¢ 4, exist (for
instance, refer to Fig. 8), it is advisable to candidate them all to the
deletion, at this same stage. Therefore, whichever the value of CN,
all the elements with P > 0 are removed, provided that connec-
tedness is preserved, i.e., that at least one of the relations a), /3), y),
() given before is satisfied. In this way, besides obtaining the
wanted end points, an additional smoothing of St is achieved by
the deletion of the corner elements (e in Fig. 8), so preventing the
rise of spurs during the sequential processing of the remaining
contour elements.

After the detection of the elongated regions of SI, the second
part of the process is started: this one can be described rather
briefly. All the remaining contour elements could be sequentially
examined within two stages; first, the elements with only one

8-adjacent neighbor are marked as end points, then the remaining
ones with CN = 2 are erased. During these stages, besides the 2's
also the 3's are deleted, provided that, when encountered, they are
4-adjacent to Sk. Although, due to the sequential nature of the
employed process, some 3's are not removed (refer to c* in Fig. 1),
these elements cannot be neglected at step k. In fact, their main-
tenance affects the isotropy of the transformation by shifting the

Fig. 9. The starred elements in a), b), c) are, respectively removed at stages 2,4, and
7. The contour element c, not 4-adjacent to ?, is then removed by the second
processing of the contour elements with CN = 2, as well as the c*'s shown in d).
This fact is avoided if c is marked as end point.

Fig. 10. The starred element, if not removed, may contribute to a better shaped H.

position of the final subset H away from the medial line of So. A
further processing of the contour elements with CN = 2 is there-
fore to be performed. Moreover, before it, also the stage concern-
ing the detection of the end points must be repeated. In fact, the
removal of some 2's may force a 3 to become an end point (see
Fig. 9) so that, if such an element with CN = 2 is not marked, the
corresponding elongated region completely vanishes. Summariz-
ing, the stages at step k will be ordered and described according to
the following.

1) The contour elements are labeled 2 if F = 0, 3 otherwise.
2) The 2's with CNN = 2 and P > 0 are deleted.
3) The 2's with CNN = 2 and with I * 1 or, alternatively,
:= 1, the only 8-neighbor being a 3, are marked.
4) The elements marked at the preceding stage are deleted.
5) The 2's satisfying at least one of the relations a), ,B), y), () and

with P > 0 are deleted.
6) The contour elements with S = 1 are marked as end points.
7) The 2's and the 3's with F = 0 and CN = 2 are deleted.
8) The same as stage 6).
9) The same as stage 7).

III. CONCLUDING REMARKS
Let us note that the obtained subset H can be partially modified

by allowing the presence of T-junctions (Fig. 10) among the digi-
tal arcs constituting it. This fact, which sometimes originates a
better shaped H, is achieved by preserving from deletion at stage 5
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Fig. 11. The shape of the thinned figure H, shown as superimposed on the original
figure S°, does not depend on the local noise present on the contour of S°.

those contour elements with CN = 6. A further refinement of the
algorithm could concern the detection of the end points only in
correspondence of the most significant regions of S°. To obtain
this, the end points test (stages 6 and 8) is initially inhibited for a
number of steps, the value of which depends on the nature of the
figure to be analyzed. Alternatively, other pruning techniques, for
instance [12], can be adopted after the transformation has been
performed. An analogous reasoning holds for the isolated points.
Although such points are not deleted by our algorithm, e.g., one
square is thinned down to a single point, it is advisable to consider
them as deletable points whenever it is necessary to discriminates,
on the same picture, elongated from nonelongated figures. Alter-
natively, the removal of the isolated points can be performed only
initially for a given number of steps. This process, together with
the inhibited marking of the end points, discriminates the figures
on the basis of their sizes, and it is well-suited for disregarding the
noise possibly present on the background. Isolated points deletion
is obtained by modifying stages 6 and 8 and by removing those
points for which E = 0.
A mention should also be reserved to the metric employed to

make S' propagating over Sk. We considered that, at every step, all
the contour elements of Sk were candidates to the deletion, so
implying that the propagation occurs according to the 8-metric.
In turn, a differently shaped H can be obtained, whenever So is not
convex, by considering as candidates only those elements of Sk
which are 4-adjacent to SP. In this case, i.e., when a propagation
according to the 4-metric is taken into account, the arcs ofH may
be characterized by a greater curvature. This fact can be easily
verified by comparing the 4-distance transform and the 8-distance
transform [4] of S°. From a computational point of view, more
steps are required to remove all the deletable points, but each of
them is performed in a shorter time since stages 8 and 9 are
omitted.
A computer program implementing the proposed algorithm has

been tested on more than one hundred input figures. Also non-
strictly elongated figures (refer to Fig. 11) have been examined in
order to evaluate the independence of H on the small contour
variations (noise, weak convexities) present in So. The image
acquisition device described in [13] has been used to provide
50 x 50 binary digital figures and the processing has been per-
formed on a minicomputer HP 21MX. The time required at every
iteration step has been found to depend on the number of the
actual contour elements and it ranges from a maximum of about
40 s in the case of Fig. 12, where 1628 contour elements are
examined and no one is deleted, to an average of 6 s, for the
alphanumerics. Some printouts, regarding this last case, are
shown in Fig. 13. For the well shapedness reasons mentioned
above, in these examples the central elements of the T-junctions
have not been deleted.
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Fig. 12. Test pattern in which no element is deleted and ttae processing
time,:iteration is maximttnm.

Fig. 13. Some examples showing the performance of the algorithm.
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