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S E C U R I T Y

P u b l i s h e d  b y  t h e  I E E E  C o m p u t e r  S o c i e t y

T he 2004 US elections have
come and gone. Regardless of
whether the outcome left you
feeling jubilant or forlorn, no
digital disasters have yet re-

vealed themselves.
Sure, the new electronic voting

machines generated some glitches,
crashes, blue screens, and a few magi-
cally appearing and disappearing votes.
With the exception of blue screens,
however, these problems are as old as
the stories about dead people voting—
sometimes twice. Only the machinery
was new.

Does it have to be this way? Could
we get a better system?

SYSTEM SECURITY
The human element is usually the

weakest point in a system’s security,
and this is also the case with voting.
Using digital voting machines doesn’t
reduce the human factor; it only intro-
duces a new venue for manipulating
the voting process—albeit on a much
grander scale. 

Many computer scientists have
expressed their concern with the secu-
rity of digital voting machines, espe-
cially their lack of a voter-verifiable
audit trail. These risks pose real threats
that we must resolve.

To understand what system checks
and balances are possible, we need to
examine the entire voting process, not
just the technology—even though, let’s
face it, the technology is woefully
flawed at this point.

An election has essentially three

phases: registration, voting, and tally-
ing. The risks of human manipulation
of the system are highest in the first two
phases, and the risks of digital manip-
ulation are highest in the last two.

Registration phase
“Vote early and often” is a cynical

phrase that witnesses the long history
of manipulation in the registration
phase. We’ve all heard the stories of
dead people being registered to vote,
eligible voters being purged from the
rolls, and so forth. 

Digital voting machines have noth-
ing to do with this, of course. Federal
registration standards could improve
the process, along with stronger iden-
tification requirements and database
technology to verify voter eligibility. 

Unfortunately, improvements in this
area will also erode privacy. An inter-
esting conundrum: Do we want a more
secure election or privacy?

Voting phase
The human risks in the voting phase

are fairly well known. It’s easy to lose
votes. For example, one way to prevent
people from reaching the polls is to

make them wait in line for hours.
Corrupt election officials have been
known to lose ballots and ballot boxes,
and organizations can create votes rel-
atively easily by manipulating absen-
tee ballots in a get-out-the-vote drive.

These methods give perpetrators the
advantage of plausible deniability.
Corrupt election officials can deny
knowing that so many people were
going to turn out or they can claim that
they’ve never seen that ballot box
before.

Unfortunately, it is difficult to insti-
tute checks and balances to prevent
this sort of manipulation.

Digital manipulation. The risks of
digital manipulation are well docu-
mented, but election officials can eas-
ily detect under- and overcounts by
tracking how many voters used each
machine and comparing that number
to the total number of votes recorded
on it. 

In Maryland, voters place their bal-
lots in a bag or box located next to the
voting machine. At the end of the day,
the election official counts the cards
and compares the number to the
machine’s tally. Any difference indi-
cates a likely problem. This is how 
several under- and overcounts were
identified in the recent election.

The problem is what to do when a
problem is detected? The bits stored on
the machine are the only record. No
independent method exists for audit-
ing or recounting the results. This is
unlike just about every other electronic
transaction you make today. If you use
an ATM machine or a credit card, you
get a paper receipt. 

Using paper receipts with voting isn’t
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as straightforward as in these com-
mercial transactions, and this may not
be the best solution to the problem. But
we certainly must have some method
of completing an audit or recount to
verify the equipment’s trustworthiness. 

Accountability. It becomes easier to
change a vote count with digital voting
machines, which makes accountabil-
ity even more important to controlling
this risk. The lack of a robust recount
method makes recovering from this
form of attack impossible.

Some political scientists claim that
we could use statistical means such as
comparing historical and exit-poll data
to the actual results to detect a vote-
changing attack. But even if a statisti-
cian finds a problem, how is that
valuable when it isn’t possible to audit
machine performance?

Furthermore, since there are no
standard policies for handling election
equipment after the polls close, the
perpetrators of such fraud could
“clean” the machines in the time
between the analysis and subsequent
audit. I am sure that some jurisdic-
tions have excellent policies; I’m
equally sure that many have
absolutely no policy.

Tallying phase
The only real risk in the tallying

phase is digital. The risk here primar-
ily involves changing votes because
adding or subtracting votes would
result in different numbers from those
reported by subordinate jurisdictions.
Changed votes, however, could escape
detection.

HELP FOR THE PROCESS
But enough about the problems.

What are some possible solutions?
I’m only going to address the prob-

lems directly solvable digitally. Those
related to human foibles are best left
to political scientists and lawyers.

Certification
The first and most important step is

to develop and institute detailed tech-
nical standards for the development,

testing, and certification of voting
machine hardware and software.
Currently, there are no standards by
which to measure the assurance or reli-
ability of the software that vendors
develop. 

Nor are there open and public meth-
ods for testing it. Instead, laboratories
test the software in secret, under con-
tract to the vendor. This creates a seri-
ous conflict of interest.

Further, even though federal law
requires vendors to use only certified
software in an election, several cases are
documented in which vendors have
installed uncertified software or patches
during an election. In some cases, the
jurisdiction had no idea it was using
uncertified software.

Trust
The second step is to institute meth-

ods of assuring jurisdictions that the
software configuration on a particular
voting machine is certified and unmod-
ified from its certified version. 

Here’s where trusted computing can
play what I hope all can agree is a pos-
itive role. Equipping each digital vot-
ing machine with a Trusted Platform
Module would allow poll watchers or
election judges to measure the software
by taking cryptographic hashes of each
component as it is loaded and chain-
ing it into single or multiple hashes. 

These hashes will uniquely finger-
print the machine’s software configu-
ration. Each machine can then “attest”
its configuration to a central server
monitored by a poll watcher or elec-
tion judge. Anyone monitoring the
attestation server can easily detect any
changes in the software and take the
machine offline for further analysis.

Audit trail
The third and final step is some sort

of voter-verifiable audit trail. 
To many people, this means a paper

solution. But paper introduces new
problems that require more thought. 

I don’t know exactly what the solu-
tion should be. However, I do know we
need this capability so that recounts
aren’t simply a matter of the computer
adding the same bits over again. Every
important process should have an
independent audit capability. An elec-
tion is no different.

T hese three steps will not eliminate
election mischief by any means.
Abuses of the election processes

have occurred since the first vote was
cast in this world, and they will con-
tinue to occur until the last vote is cast.
We can, however, take some very sim-
ple steps to dramatically mitigate the
potential abuses associated with using
digital technology in our election
process. �
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