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W hen playing most video
games, speed is of the
essence. Manipulating a
joy stick, mouse, or
other input device slows

a player’s reaction time. Players would
prefer to control game activities by
movements or gestures.

Physically disabled users, who fre-
quently have trouble providing the
strength or precision necessary to use
traditional computer input devices,
would also benefit from being able to
control devices and enter information
via eye blinks, head motions, or other
gestures.

For these and other reasons, consid-
erable research has gone into com-
puter-related gesture-recognition tech-
nology. Now, this research is bearing
fruit as the technology increasingly
appears in commercial products such
as Canesta’s Virtual Keyboard for
PDAs; iMatte’s iSkia projector-based
presentation technology; and Cybernet
System’s GestureStorm for weather re-
porting, NaviGaze head- and eye-
movement-based cursor and mouse
interface technology, and UseYour-
Head game controller.

Gesture-recognition systems identify
human gestures and use them to convey
information such as input data or to
control devices and applications such as

computers, games, PDAs, browsers, cell
phones, and MP3 audio players. For
example, eye movements could initiate
mouse clicks or hand gestures could
manipulate computer graphics. 

Researchers continue to improve
gesture-recognition technology—for
example, by making algorithms faster,
more robust, and more accurate. 

Proponents say gesture recognition
has many potential new uses, such as
helping surgeons perform operations
and improving security, surveillance,
and military applications.

However, the technology still faces
major challenges. For example, gesture-
recognition devices such as motion-
tracking gloves are too intrusive for
mainstream use. In addition, the video
processing that records user move-
ments in some gesture-recognition
products is resource intensive. 

“Commercially, gesture recognition
must prove it can yield results that

existing peripherals can’t already
achieve, or users won’t see the point in
spending the time and money on the
technology,” said Jackie Fenn, a Fellow
in emerging trends and technologies for
Gartner, a market research firm.

GESTURE-RECOGNITION 
TECHNOLOGY

In the early 1960s, users could move
a light-emitting pen to control the
Sketchpad computer-aided design sys-
tem. Several subsequent commercial
systems also worked with light-emit-
ting pens. 

Research into camera-based com-
puter vision for gesture recognition
began in earnest in the early 1990s at
places such as the Massachusetts Insti-
tute of Technology Media Lab, Japan’s
Advanced Telecommunications Re-
search Institute International, and the
University of Zürich. 

Since then, a few companies have
sold gesture-recognition software. Until
now, though, the technology hasn’t had
a significant commercial impact.

Gathering gesture data
Users create gestures by a static hand

or body pose or by a physical motion
—including eye blinks or head move-
ments—in two or three dimensions.
Software translates the gestures into
letters or words, or simple or complex
commands. The computer then acts
based on the input or command.

Several image- or device-based hard-
ware techniques gather information
about gestures. Image-based techniques
detect a gesture by capturing pictures
of a user’s motions during the course of
a gesture, such as via a camera, as
Figure 1 shows. The system sends these
images to computer-vision software,
which tracks them and identifies the
gesture.

Device-based techniques use a glove,
stylus, or other position tracker, whose
movements send signals that the sys-
tem uses to identify the gesture. 

For example, instrumented gloves
house sensors that relay information
about the wearer’s hand and finger
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Algorithms
Matthew Turk, associate professor

of computer science at the University
of California, Santa Barbara, said,
“Probabilistic methods are being
developed to make systems more
robust and more error tolerant.” These
methods, which are designed to cope
with some degree of uncertainty, more
accurately predict the likelihood that
a motion is the intended gesture,
despite challenges created by such fac-
tors as lighting and background.

Francis MacDougall, president of
computer-vision vendor Jestertek, said
that the company’s GroundFX,
Jestpoint, and Vivid Group divisions
have used heuristics to achieve more
robust, accurate, and quicker tracking
of gestures. Heuristics is a branch of
artificial intelligence that applies expe-
rience-derived knowledge to a prob-
lem. Systems using the approach learn
from the images and motions they ana-
lyze and are thus better able to identify
subsequent gestures they encounter.

Hardware
Researchers are also upgrading the

sensors that relay information about a

positions. Styli interface with display
technologies to record and interpret
gestures like the writing of text. Finger-
based sensors detect finger positions,
and some tablet PCs work with elec-
tromagnetic-resonance pens.

Position trackers also use ultrasound
emissions and infrared light to identify
the movements that make up a gesture.
For example, changes in ultrasound
waves could measure the changes in a
finger’s position relative to a fixed point.

Recognizing gestures
A key issue for gesture-recognition

systems is interpreting which gesture a
series of motions actually represents.
The systems generally do this by apply-
ing statistical modeling to a set of
movements. 

Some systems track gesture move-
ments through a set of critical positions.
When a gesture moves through the
same critical positions as does a stored
gesture, the system recognizes it. Other
systems track the body part being
moved, compute the nature of the
motion, and then determine the gesture.

These systems generally recognize
and identify gestures using hidden
Markov models, a statistical technique
designed to cope with unknown para-
meters. With HMMs, the challenge is
to determine the most probable hidden
parameters from the observable para-
meters. A system can use the extracted
parameters for further analysis, such
as the pattern recognition required for
gesture identification. 

NEW DEVELOPMENTS
A significant factor making gesture

recognition more practical for wide-
spread use is that hardware and pro-
cessing costs have decreased con-
siderably over time, noted Richard
Marks, Sony Consumer Entertain-
ment’s special projects manager for
research and development. 

Also, systems are beginning to com-
bine image- and device-based tech-
niques to gather more information
about gestures and thereby enable
more accurate recognition. 

user’s movements. For example, little
sensors make gesture recognition less
intrusive by letting vendors put the tech-
nology into smaller wearable devices
such as rings.

Jestertek is exploring using two or
three cameras, rather than just one, to
track user motions. Multiple cameras
could let systems better analyze ges-
tures in three dimensions and thereby
more accurately identify them.

GESTURE RECOGNITION 
HITS THE MARKETPLACE

Cybernet and other vendors have
recently released various types of ges-
ture-recognition products. 

For example, iMatte has introduced
iSkia, a technology that enables pre-
senters to interact with projectors and
screens using gesture recognition.
When presenters hold down buttons
on a remote control, the iSkia system
recognizes the movements of their
extended hand and converts them into
on-screen drawing or highlighting. 

GestureStorm
Cybernet developed GestureStorm,

based on a battlefield-command train-
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Figure 1. A PC user turns his head across a screen a set distance to issue a command to, 
for example, move a cursor. A gesture-recognition system uses a video camera to capture
images of the head movement. The gesture-recognition software tracks the moving facial
features, identifies the motion, and uses statistical modeling to determine the most likely
command being issued. The command is then issued as a set of 2D coordinates that show
how the cursor should be moved on the screen in response to the command. These instruc-
tions are sent to the application being used, which then communicates with the PC.
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Video game controllers
With video games, gesture recogni-

tion could either replace or supplement
game controllers, such as joysticks,
mice, and keyboards.

This year, for example, Cybernet
plans to release UseYourHead 2, which
would let game players use head
motions to input directional instruc-
tions, such as moving a character or
piece of equipment or changing a
player’s field of vision, said Cohen. 

The application examines changes in
the color and hue saturation of a user’s
face as the head moves, he explained.

For instance, if the head moves to the
left, the technology recognizes this
because the colors and hues move to
the left in the image plane.

NaviGaze
With Cybernet’s free, recently

released NaviGaze, users can work
with applications by moving cursors
with head movements and clicking the
mouse with eye blinks. For example,
instead of double-clicking, users can
double-blink while looking at an icon
or file name. Cybernet created the sys-
tem for disabled people who can use
only their head and eyes. 

As with UseYourHead 2, the system
recognizes head motions by tracking
changes in facial color and hue satura-
tion. It also has been programmed to
recognize the difference between an
open and closed eye and can thus
respond to eye blinks.

Once the system recognizes a ges-
ture, it determines which command the
motion represents and sends the infor-
mation to the operating system to ini-
tiate the appropriate action. 

RECOGNIZING THE HURDLES
One of gesture recognition’s key

challenges is that the necessary image

ing system it designed for the US mili-
tary, primarily so that TV weather
broadcasters can use hand gestures to
illustrate their forecasts. Moving a
hand one way might make images of
raindrops appear, while moving a hand
another way might yield an image of a
tornado. Broadcasters can also use ges-
tures for purposes such as making
images zoom in or out.

The broadcaster makes gestures
with a handheld remote control, and
GestureStorm tracks the movements.
The product uses image differencing,
explained Chuck Cohen, Cybernet’s
vice president of research and devel-
opment. This approach registers two
images of the same location at differ-
ent times and notes the areas where
changes have occurred. The system
then applies image processing only to
the areas with changes, which enables
operational efficiency.

Virtual keyboards
This year, Canesta and VKB each

plan to debut similar virtual keyboards
that let users control PDAs and even
automotive equipment, such as navi-
gation systems, with gestures. This is
particularly helpful for small devices
that have room only for tiny, hard-to-
use physical keyboards.

A Canesta-enabled device uses a lens
to project an image of a keyboard onto
a desk or other flat surface. Users then
type on the virtual keyboard. 

An infrared light beam that the
device directs above the projected key-
board detects the user’s fingers. The
device monitors how long it takes a
pulse of infrared light to reflect off the
user’s moving fingertips and return to
a sensor. The gesture-recognition soft-
ware then calculates both the distance
and direction of users’ fingers as they
move from key to key, determines
where they are on the virtual keyboard,
and issues the appropriate input to 
the device.

James Spare, Canesta’s vice president
of marketing, said the company sells its
virtual keyboard to equipment manu-
facturers for use in their products.

processing can be slow, which creates
unacceptable latency for fast-moving
video games and other applications.

Vendors also want to make gesture-
recognition technology less intrusive,
such as by eliminating the need for
gloves, to encourage more widespread
use, noted analyst Joe Laszlo with the
Jupiter Media market research firm.

Interface-related issues
A problem the technology faces is

that there isn’t a common gesture lan-
guage, specifying the way users should
make gestures to make sure they are
easily recognized, explained Sony’s
Marks. 

If users are left to make gestures as
they see fit, recognition systems will
have trouble identifying the motions
with the probabilistic methods they
currently use. It would be easier to
teach people to make a gesture a cer-
tain way than to teach a recognition
system to recognize many different
ways of making the same gesture.

Reliability and performance
Robustness is critical for gesture-

recognition technology. Many prod-
ucts don’t read motions accurately or
otherwise don’t function optimally
when such factors as the background
or lighting changes, said UC Santa
Barbara’s Turk. 

In addition, they don’t always prop-
erly recognize motions made against
busy or otherwise confusing back-
grounds, Marks noted.

Gesture-recognition technology, par-
ticularly its image processing, demands
considerable resources from host sys-
tems. This can monopolize resources
needed for other system functions or
make gesture recognition difficult to
run, particularly on PDAs and other
resource-constrained devices.

This can even cause problems in
larger systems, according to Turk.
Therefore, he said, researchers must fig-
ure out better ways to enable the tech-
nology to work within system re-
sources, perhaps by designing dedicated
gesture-recognition chips or cards.
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Gesture recognition 
is starting 

to appear in 
more products.



G esture recognition could be used
in many settings in the future. For
example, Georgia Institute of

Technology researchers have created
the Gesture Panel system to replace tra-
ditional vehicle dashboard controls.
Drivers would change, for example,
the temperature or sound-system vol-
ume by maneuvering their hand in var-
ious ways over a designated area. This
could increase safety by eliminating
drivers’ current need to take their eyes
off the road to search for controls.

The Gesture Panel uses infrared
LEDs to illuminate a driver’s hand. A
ceiling-mounted camera then records
the hand’s changing position, and the

software determines which gesture was
made and which command to issue,
said Thad Starner, professor in Georgia
Tech’s College of Computing. 

Georgia Tech is trying to patent
Gesture Panel but won’t release it com-
mercially, at least not in its current
form, Starner noted.

During the next few years, accord-
ing to Gartner’s Fenn, gesture recogni-
tion will probably be used primarily in
niche applications because making
mainstream applications work with
the technology will take more effort
than it’s worth. 

When implementing gesture recog-
nition, Fenn explained, companies will

have to be imaginative to derive the
greatest benefits. Simply overlaying the
technology on current applications to
perform generic tasks like clicking and
menu selection won’t maximize its
capabilities. �

David Geer is a freelance technology
writer based in Ashtabula, Ohio. Con-
tact him at geercom@alltel.net.
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